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Abstract
Purpose: Various	 systems	 are	 available	 for	 cardiopulmonary	 exercise	 testing	
(CPET),	but	their	accuracy	remains	largely	unexplored.	We	evaluate	the	accuracy	
of	 15	 popular	 CPET	 systems	 to	 assess	 respiratory	 variables,	 substrate	 use,	 and	
energy	expenditure	during	simulated	exercise.	Cross-	comparisons	were	also	per-
formed	during	human	cycling	experiments	(i.e.,	verification	of	simulation	find-
ings),	and	between-	session	reliability	was	assessed	for	a	subset	of	systems.
Methods: A	 metabolic	 simulator	 was	 used	 to	 simulate	 breath-	by-	breath	 gas	
exchange,	 and	 the	 values	 measured	 by	 each	 system	 (minute	 ventilation	 [V̇E],	
breathing	 frequency	 [BF],	 oxygen	 uptake	 [V̇O2],	 carbon	 dioxide	 production	
[V̇CO2],	respiratory	exchange	ratio	[RER],	energy	from	carbs	and	fats,	and	total	
energy	expenditure)	were	compared	to	the	simulated	values	to	assess	the	accu-
racy.	 The	 following	 manufacturers	 (system)	 were	 assessed:	 COSMED	 (Quark	
CPET,	K5),	Cortex	(MetaLyzer	3B,	MetaMax	3B),	Vyaire	(Vyntus	CPX,	Oxycon	
Pro),	 Maastricht	 Instruments	 (Omnical),	 MGC	 Diagnostics	 (Ergocard	 Clinical,	
Ergocard	 Pro,	 Ultima),	 Ganshorn/Schiller	 (PowerCube	 Ergo),	 Geratherm	
(Ergostik),	VO2master	(VO2masterPro),	PNOĒ	(PNOĒ),	and	Calibre	Biometrics	
(Calibre).
Results: Absolute	percentage	errors	during	the	simulations	ranged	from	1.15%–	
44.3%	for	V̇E,	1.05–	3.79%	for	BF,	1.10%–	13.3%	for	V̇O2,	1.07%–	18.3%	for	V̇CO2,	
0.62%–	14.8%	 for	 RER,	 5.52%–	99.0%	 for	 Kcal	 from	 carbs,	 5.13%–	133%	 for	 Kcal	
from	fats,	and	0.59%–	12.1%	for	 total	energy	expenditure.	Between-	session	vari-
ation	ranged	from	0.86%–	21.0%	for	V̇O2	and	1.14%–	20.2%	for	V̇CO2,	respectively.
Conclusion: The	error	of	respiratory	gas	variables,	substrate,	and	energy	use	dif-
fered	 substantially	 between	 systems,	 with	 only	 a	 few	 systems	 demonstrating	 a	
consistent	acceptable	error.	We	extensively	discuss	the	implications	of	our	find-
ings	for	clinicians,	researchers	and	other	CPET	users.
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1 	 | 	 INTRODUCTION

Cardiopulmonary	 exercise	 testing	 (CPET)	 is	 commonly	
used	 to	assess	physiological	variables	and	 indices,	 such	as	
the	first	and	second	ventilatory	thresholds,1–	3	maximal	ox-
ygen	uptake	(V̇O2max),

4–	6	oxygen	uptake	kinetics,7	substrate	
utilization,8,9	and	total	energy	expenditure.10	Accurate	deter-
mination	of	these	physiological	variables	is	important	since	
CPET	outcomes	are	often	used	in	clinical	decision-	making,	
for	 training	 prescription,	 and	 as	 gold-	standard	 device	 for	
measuring	 cardiorespiratory	 fitness	 and	 exercise-	limiting	
factors.	For	example,	firemen	that	do	not	meet	a	predefined	
V̇O2max	value	may	not	be	allowed	to	continue	their	profes-
sion11	 and	 patients	 that	 do	 not	 meet	 a	 predefined	 V̇O2max	
value	may	be	advised	not	to	undergo	major	surgery12	or	to	
delay	treatment.13	Similarly,	accurate	measurements	are	also	
of	critical	importance	for	(professional)	athletes	as	the	out-
comes	are	used	for	decisions	to	adjust	or	continue	training	
(e.g.,	with	RED-	s	syndrome14).	Furthermore,	the	outcomes	
of	CPET	are	often	used	to	determine	training	zones,	which	
in	turn	are	used	to	prescribe	training	intensity.1	As	small	er-
rors	in	the	intensity	can	lead	to	exacerbated	fatigue,15	accu-
rate	training	zone	determination	is	important.	Finally,	CPET	
is	also	often	used	as	the	gold-	standard	method,	for	example,	
to	 determine	 the	 validity	 of	 other	 methods	 for	 estimating	
physiological	 thresholds,16,17	 to	 examine	 the	 accuracy	 of	
prediction	equations,5	or	to	assess	the	accuracy	of	wearable	
technology	for	estimating	V̇O2	or	energy	expenditure.18,19

Physiological	variables	such	as	the	rate	of	oxygen	con-
sumption	(V̇O2),	carbon	dioxide	production	(V̇CO2),	and	
minute	 ventilation	 (V̇E)	 can	 be	 measured	 using	 differ-
ent	 techniques	during	CPET's.	For	example,	 the	volume	
of	expired	gasses	can	be	measured	using	volume-	sensing	
or	flow-	sensing	devices,	with	multiple	types	available	for	
each	device	(e.g.,	hot-	wire	anemometers	[mass-	flow	con-
trollers]	or	turbine	pitot	tubes	to	measure	gas	flows).	Sim-
ilarly,	the	respiratory	gas	concentrations	can	be	analyzed	
in	different	ways	(e.g.,	paramagnetic	analyzers	or	Zirconia	
fuel	cells	for	O2	and	infrared	or	thermal	conductivity	for	
CO2).	 Importantly,	 the	 method	 used	 to	 determine	 flow/
volume	and	gas	composition	can	affect	the	validity	of	the	
measured	physiological	variables.20–	22	Since	commercially	
available	 metabolic	 gas	 analyses	 devices	 employ	 various	
methods	 to	 measure	 physiological	 variables	 (Table  1),	
their	validity	likely	also	differs.

To	validate	the	physiological	variables	measured	using	
metabolic	 gas	 analyzer	 systems,	 some	 studies	 have	 used	
combustion	tests	with	methanol,	ethanol,	or	propane.23–	25	

Since	 alcohol	 combustion	 has	 a	 well-	defined	 theoretical	
value	of	V̇O2	and	V̇CO2,	this	can	be	used	to	determine	the	
accuracy	 of	 the	 CPET	 system.	 However,	 a	 major	 limita-
tion	 of	 this	 approach	 is	 that	 it	 provides	 only	 limited	 in-
formation	 on	 the	 accuracy	 of	 the	 CPET	 system	 during	
high	intensity	exercise,	as	the	combustion	flow	of	gasses	
is	low	relative	to	(progressive)	exercise	testing.	Moreover,	
the	 respiratory	 exchange	 ratio	 (RER)	 and	 energy	 expen-
diture	will	also	be	 low	relative	 to	a	human	exercise	 test.	
Finally,	this	method	allows	only	the	accuracy	of	V̇O2	and	
V̇CO2	 to	 be	 evaluated,	 but	 not	 the	 accuracy	 of	 variables	
derived	 from	 flow	 and	 volume	 measurements	 such	 as	
tidal	volume	and	minute	ventilation	(V̇E).	To	circumvent	
these	limitations,	several	studies	have	compared	different	
CPET	systems	 to	each	other	during	exercise,24,26–	29	or	 to	
the	Douglas	bag	method.30–	33	However,	the	true	error	re-
mains	unknown	in	CPET	comparison	studies,	as	even	the	
gold-	standard	 device	 has	 some	 inherent	 technical	 mea-
surement	error.	Additionally,	the	accuracy	of	both	CPET	
comparison	studies	and	Douglas	bag	studies	is	influenced	
by	biological	variability,	such	that	only	a	small	part	of	the	
variability	between	systems	reflects	measurement	error.34	
Finally,	the	Douglas	bag	method	requires	specific	skills	to	
ensure	 valid	 and	 reliable	 results,35	 and	 this	 requirement	
introduces	potential	for	error.

More	recently,	studies	have	compared	CPET	systems	to	
a	metabolic	simulator,	whereby	gas	flows	of	known	com-
position	and	volume	mimic	the	metabolic	state	during	ex-
ercise.34,36–	43	Such	a	setup	can	provide	helpful	information	
on	the	accuracy	of	the	CPET	systems	in	conditions	relevant	
to	high-	intensity	exercise	and	may	overcome	some	of	the	
limitations	of	CPET	comparison	and	Douglas	bag	studies.	
However,	most	simulation	studies	limited	their	analysis	to	
one	specific	CPET	system.	Yet	numerous	other	systems	are	
routinely	used	for	CPET	tests,	and	their	accuracy	during	
(simulated)	exercise	has	yet	to	be	investigated.	Therefore,	
the	primary	purpose	of	this	study	was	to	investigate	and	
compare	 the	 accuracy	 of	 15	 popular	 and	 commercially	
available	metabolic	cart	(CPET)	systems	during	simulated	
exercise.	To	this	purpose,	a	state-	of-	the-	art	metabolic	sim-
ulator	consisting	of	a	breathing	simulator	combined	with	
a	gas-	infusion	system	(Relitech	Systems	BV;	Figure 1)	was	
used	to	simulate	exercise	across	a	range	of	 intensities	 in	
continuous	breath-	by-	breath	simulation.	This	system	has	
been	shown	 to	be	 reliable	and	produces	highly	accurate	
breath-	by-	breath	 variables.37	The	 between-	day	 reliability	
(i.e.,	variability	in	the	error)	was	quantified	for	a	subset	of	
the	CPET	devices	as	a	secondary	aim.

K E Y W O R D S
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A	 metabolic	 simulator	 does	 not	 fully	 mimic	 human	
exercise;	 for	 example,	 it	 uses	 dry	 gasses,	 while	 expired	
human	 breaths	 contain	 ~75%	 relative	 humidity	 during	
exercise	 in	 typical	 room	 conditions.44	 Similarly,	 the	
temperature	 of	 the	 simulator	 gasses	 is	 lower	 (typically	
room	 temperature	 of	 ~21°C	 vs.	 ~28–	30°C	 in	 expired	
human	 gas	 during	 exercise	 in	 typical	 laboratory	 room	
conditions44,45),	 and	 the	 simulated	 breathing	 pattern	 is	
different	(stable	sinusoidal	vs.	individual	human	breath-
ing	 patterns,	 with	 its	 natural	 fluctuations	 in	 volume,	
pressure	and	breathing	frequency).46	A	tertiary	aim	was,	
therefore,	to	verify	the	results	obtained	during	the	sim-
ulation	 experiments	 by	 comparing	 all	 systems	 against	
each	 other	 during	 a	 steady-	state	 cycling	 test	 in	 well-	
trained	individuals.

2 	 | 	 METHODS

2.1	 |	 General study design

This	study	comprises	of	two	parts:	(1)	validation	of	meta-
bolic	analyzers	during	simulated	exercise	testing	and	(2)	
verification/comparison	 during	 steady-	state	 cycling	 on	
trained	human	participants.	All	measurements	were	per-
formed	 over	 a	 total	 of	 four	 separate	 measurement	 days.	
This	was	necessary	as	not	all	manufacturers	could	attend	
the	experiments	on	the	same	day.

2.2	 |	 Equipment

CPET	data	was	collected	using	15	popular	CPET	systems	
(Table  1).	 To	 this	 purpose,	 all	 manufacturers	 were	 con-
tacted	and	invited	to	provide	a	system	for	participation	in	
the	experiments.	We	also	invited	all	manufacturers	to	have	
their	staff	present	to	ensure	calibration	and	handling	of	the	
system	in	line	with	the	manufacturer's	guidelines.	The	fol-
lowing	manufacturers	were	invited	but	did	not	participate	
in	 the	 experiments:	 Dynostics	 (Dynostics),	 ParvoMedics	
(ParvoMedics	Inc.),	and	KORR	(KORR	Medical	Technolo-
gies).	Reasons	for	no	participation	were	(a)	unwillingness	
to	provide	a	license	to	assess	the	accuracy	of	the	system,	
despite	 the	 availability	 of	 the	 system	 at	 the	 testing	 facil-
ity	(Dynostics),	(b)	cost	and	time	investment	(KORR),	(c)	
unclear	(ParvoMedics).	Finally,	PNOĒ	did	not	respond	to	
multiple	 invitations	 for	 participation,	 but	 a	 system	 was	
nevertheless	acquired	from	a	local	athletics	coach.

The	manufacturers	of	the	CPET	systems	or	the	meta-
bolic	simulator	had	no	role	in	the	study	design,	data anal-
ysis,	 interpretation	 of	 the	 data	 collected,	 in	 the	 report's	
writing,	 nor	 in	 the	 decision	 to	 submit	 the	 paper	 for	
publication.

2.3	 |	 Metabolic simulator

The	 human	 gas	 exchange	 response	 during	 exercise	 was	
mimicked	 using	 a	 state-	of-	the-	art	 metabolic	 simulator	
consisting	of	a	breathing	simulator	combined	with	a	gas-	
infusion	 system	 (Relitech	 Systems	 BV;	 Figure  1).	 This	
system	is	reliable	and	produces	highly	accurate	breath-	by-	
breath	variables.37	The	breathing	simulator	uses	a	motor-
ized	 syringe	 (piston)	 to	 simulate	 breathing	 variables	 by	
adjusting	the	tidal	volume	and	breath	frequency	(BF).	The	
tidal	volume	can	range	from	1	to	3	L,	in	steps	of	0.5	L,	while	
the	BF	can	be	set	between	5	and	80	breaths∙min−1.	This	
results	 in	a	minute	ventilation	 (V̇E)	 range	of	10	L∙min−1	
up	to	240	L∙min−1.	The	maximum	tidal	volume	is	slightly	
lower	than	the	maximum	tidal	volume	reported	in	the	lit-
erature	 for	 well-	trained	 athletes	 (3	 vs	 ~3.8	L∙min−1),	 the	
BF	is	higher	(80	vs	~65	breaths∙min−1),	and	the	resulting	
V̇E	is	slightly	lower	(240	vs.	~250	L∙min−1)	as	reported	in	
literature.47–	50

The	metabolic	simulator	can	also	simulate	different	
gas	concentrations	by	using	room	air	pumped	back	and	
forth	 and	 injecting	 amounts	 of	 pure	 CO2	 and	 N2	 (pu-
rity	≥99.99%;	Linde	Gas,	Netherlands).	The	injection	of	
100%	CO2	creates	a	gas	that	simulates	a	precise	amount	
of	V̇CO2	at	different	breathing	frequencies,	while	100%	
N2	 dilutes	 the	 ambient	 air	 O2	 to	 a	 specific	 O2	 concen-
tration	 to	 simulate	 V̇O2	 rates.	 The	 simulated	 V̇O2	 and	
V̇CO2	 are	 automatically	 calculated	 using	 the	 following	
equations:

Where	V̇injCO2	and	V̇injN2	are	 the	 injected	amounts	
of	CO2	and	N2	from	the	mass-	flow	controllers	in	standard	
temperature	pressure	dry,	respectively,	FiO2	is	the	fraction	
of	 ambient	 O2	 concentration,	 and	 FiCO2	 is	 the	 ambient	
CO2	concentration	(0.2093	and	0.0004,	respectively).

The	ratio	between	V̇CO2	and	V̇O2	(i.e.,	RER)	can	also	
be	set	 to	vary	between	0.75	and	1.05.	The	amount	of	 in-
jected	 CO2	 and	 N2	 during	 each	 breath	 exhaled	 by	 the	
metabolic	 simulator	 is	 regulated	 by	 high-	precision	 mass	
flow	controllers,	resulting	in	a	precision	of	<0.2%	for	the	
simulated	V̇O2	and	V̇CO2.	Combined	with	the	simulator's	
volume	 stroke	 accuracy,	 the	 metabolic	 simulator	 creates	
V̇O2	 and	 V̇CO2	 with	 an	 accuracy	 of	 <0.5%,	 even	 at	 the	
high	VE	ranges.	The	simulator	was	certified	1.5	years	prior	
to	the	first	test	day	and	certified	again	2	weeks	before	the	
last	testing	day.	The	system	is	routinely	used	at	Maastricht	

(1)

V̇CO2
(

mL ∙min−1
)

= V̇ injCO2 − FiCO2 ×
V̇ injN2

1 − FiO2 − FiCO2

(2)V̇O2
(

mL ∙min−1
)

= FiO2 ×
V̇ injN2

1 − FiO2 − FiCO2
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University	 Medical	 Center+	 for	 the	 quality	 control	 pro-
gram	of	clinically	used	metabolic	carts.

2.4	 |	 Simulation protocol

The	 CPET	 systems	 were	 connected	 directly	 to	 the	 out-
let	 of	 the	 metabolic	 stimulator,	 as	 shown	 in	 Figure  1.	
Custom-	made	adaptors	were	used	to	connect	the	systems	
when	required	(see	supplementary	Figure SI	 for	an	ex-
ample).	We	attempted	to	use	the	same	dead	space	for	all	
systems,	and	to	minimize	turbulations	introduced	by	the	
custom-	made	 adaptors.	 Each	 CPET	 system	 underwent	
a	 standardized	 protocol	 to	 assess	 V̇E,	 BF,	 V̇O2,	 V̇CO2,	
and	RER	as	primary	outcomes.	Additional	data	assessed	
included	 FiO2,	 FiCO2	 (the	 percentage	 of	 oxygen	 and	
carbon	 dioxide	 in	 inspired	 air,	 respectively),	 and	 FeO2,	
FeCO2	(percentage	of	oxygen	and	carbon	dioxide	in	ex-
pired	air,	respectively).	Note	that	not	all	systems	meas-
ured	 or	 provided	 all	 this	 additional	 data.	 The	 mixing	

chamber	methodology	applied	in	Omnical	V6	and	Oxy-
con	Pro	does	not	measure	continuously	FiO2	and	FiCO2	
(but	rather	at	the	start	of	a	measurement),	Calibre	does	
not	 provide	 these	 parameters	 in	 the	 time	 and	 breath	
table	output,	and	VO2masterPro	determines	only	mixed	
FeO2	values.

The	 “Std”	 mode	 on	 the	 simulator	 was	 used	 first,	
with	 the	 tidal	 volume	 set	 at	 2	L,	 and	 RER	 at	 1.00	 (V̇O2,	
V̇CO2	equal).	During	the	experiments,	BF	changed	from	
20∙min−1,	to	40∙min−1,	60∙min−1,	and	80∙min−1.	V̇O2	and	
V̇CO2	at	each	BF	were	1,	2,	3,	and	4	L∙min−1.	The	BF's	and	
tidal	 volume	 used	 mimic	 physiological	 values	 reported	
during	human	physical	activity	and	exercise	testing.31,47–	50	
A	second	protocol	was	performed	in	“CPX”	mode	to	sim-
ulate	different	combinations	of	RERs	with	increasing	BFs	
and	V̇E.	The	RER	variations	were	performed	to	mimic	the	
increased	oxidation	of	carbohydrates	with	increasing	ex-
ercise	intensity	and	to	mimic	buffering	of	ion	concentra-
tions	[H+]	by	bicarbonate	[HCO3

−]	at	very	high	exercise	
intensities.51	The	 simulated	 RER	 values	 were	 0.75,	 0.85,	

T A B L E  1 	 Software	and	hardware	specifications	for	CPET	system.

Vyntus CPX Oxycon Pro Omnical V6 Ergostik Metalyzer 3B MetaMax 3B VO2 masterPro PowerCube Ergo Quark CPET K5 Ultima CPX
Ergocard CPX 
clinical

Ergocard CPX 
Pro PNOĒ Calibre

Manufacturer Vyaire	Medical,	
Mettawa,	IL,	
USA

Vyaire	Medical,	
Mettawa,	IL,	
USA

Maastricht	
Instruments,	
Maastricht,	
The	
Netherlands

Geratherm	
Respiratory	
GmbH,	Bad	
Kissingen,	
Germany

Cortex	
Biophysik,	
Leipzig,	
Germany

Cortex	
Biophysik,	
Leipzig,	
Germany

VO2master	
Health	
Sensors	Inc.,	
Vernon,	BC,	
Canada

Ganshorn,	Medizin	
Electronic	
GmbH,	
Niederlauer,	
Germany

COSMED,	Rome,	
Italy

COSMED,	
Rome,	Italy

MGC	
Diagnostics,	
Dinant,	
Belgium

MGC	
Diagnostics,	
Dinant,	
Belgium

MGC	Diagnostics,	
Dinant,	
Belgium

ENDO	Medical,
Palo	Alto,	CA,	

USA

Calibre	
Biometrics,	
Wellesley,	
MA,	USA

Type Breath-	by-	breath Mixing-	chamber	
&	breath-	by-	
breath

Mixing-	chamber/	
diluted	flow

Breath-	by-	breath Breath-	by-	breath Breath-	by-	
breath

Breath-	by-	breath Breath-	by-	breath Mixing-	chamber	
&	breath-	by-	
breath

Mixing-	chamber	
&	breath-	by-	
breath

Breath-	by-	breath Breath-	by-	breath Breath-	by-	breath Breath-	by-	breath Breath-	by-	breath

Volume	
measurement

Turbine	(Vyaire,	
Mettawa,	IL,	
USA)

Turbine	(Vyaire,	
Mettawa,	IL,	
USA)

Balgengasmeter	
(Itron	G16,	
Liberty	Lake,	
WA,	USA)

Differential	
pressure	
(Geratherm)

Turbine	(Cortex) Turbine	
(Cortex)

Differential	
pressure	
(VO2master)

Differential	
pressure	
(Ganshorn)

Turbine	
(COSMED)

Turbine	
(COSMED)

Pitot	tube	(MGC	
Diagnostics)

Pitot	tube	(MGC	
Diagnostics)

Pitot	tube	(MGC	
Diagnostics)

Thermal	sensor,	
(Sensirion,	
Stäfa,	
Switzerland)

Thermal	sensor,	
(Sensirion,	
Stäfa,	
Switzerland)

O2	measurement Chemical	fuel	cell	
(Teledyne,	CA,	
USA)

Chemical	fuel	cell	
(Teledyne,	
CA,	USA)

Paramagnetic	
(ABB	
Magnos206,	
Frankfurt,	
Germany)

Chemical	fuel	
cell

(Envitec	NJ,	
USA)

Chemical	
fuel	cell	
(Teledyne,	
CA,	USA)

Chemical	
fuel	cell	
(Teledyne,	
CA,	USA)

Chemical	fuel	cell	
(Envitec	NJ,	
USA)

Chemical	fuel	cell	
(Envitec	NJ,	
USA)

Paramagnetic	
(Servomex,	
Ltd.,	Sussex,	
UK)

Galvanic	fuel	
cell	(City	
Technology,	
NC,	USA)

Galvanic	
fuel	cell	
(Teledyne,	
CA,	USA)

Galvanic	fuel	cell	
(Teledyne	
Ls-	10,	CA,	
USA)

Laser	
Spectrometer	
(Oxigraf	CA,	
USA)

Chemical	fuel	cell	
(Teledyne,	
CA,	USA)

Electro	chemical
(Angst	Pfister,	

Switzerland)

CO2	measurement Non-	Dispersive	
Infrared	
(Vyaire,	
Mettawa,	IL,	
USA)

Non-	Dispersive	
Infrared	
(Vyaire,	
Mettawa,	IL,	
USA)

Infrared	
Photometer	
analyzer	
(ABB	Uras26,	
Frankfurt,	
Germany)

Non-	Dispersive	
Infrared	
(Treymed,	
NJ,	USA)

Non-	Dispersive	
Infrared	
(Treymed,	
NJ,	USA)

Non-	Dispersive	
Infrared	
(Treymed,	
NJ,	USA)

N/A Ultrasound
(Ganshorn,	

Germany)

Non-	Dispersive	
Infrared	
(COSMED,	
Italy)

Non-	Dispersive	
Infrared	
(COSMED,	
Italy)

Non-	Dispersive	
Infrared	
(MGC	
Diagnostics,	
Belgium)

Non-	Dispersive	
Infrared	
(Treymed	
Comet	II,	NJ,	
USA)

Non-	Dispersive	
Infrared	
(Treymed	
Comet	II,	NJ,	
USA)

Thermal	
conductivity

(Sensirion,	
(Switzerland)

Thermal	
conductivity

(Sensirion,	
(Switzerland)

Accuracy	for	
volume,	V̇O2,	
V̇CO2

±3%	(50	mL)	for	all	
outcomes

±3%	(50	mL)	for	
all	outcomes

Not	stated ±3%	(50	mL)	for	
all	outcomes

±3%	for	all	
outcomes

±3%	for	all	
outcomes

Not	stated ±3%	for	all	
outcomes

±3%	(50	mL)	for	
all	outcomes

±3%	(50	mL)	for	
all	outcomes

<4%	for	all	
outcomes

<4%	for	all	
outcomes

<4%	for	all	
outcomes

Not	stated Not	stated

Approximate	
system	costa

€	30.700b Not	applicable €	70.000* €	16.000b €	15.000b €	24.000b €	6.100 €	24.000 €	20.500 €	30.000b €	29.000b,	c €	13.000c €	24.900c €	15.600 €	399

aCost	for	a	system	in	The	Netherlands	in	2022–	2023,	exclusive	of	shipping	costs.	Note	that	the	cost	for	most	systems	is	dependent	on	the	configurations		
(e.g.,	with	or	without	ECG	add-	on).	We	assumed	one	dollar	corresponded	to	one	euro.
bExclusive	of	local	taxes.
cCost	of	base	system	without	calibration	gasses	and	regulators,	facemasks,	et	cetera.
*The	cost	for	a	newer	version	of	the	system	will	be	substantially	reduced.
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0.95,	 and	 1.05,	 with	 V̇O2	 being	 1,	 2,	 3,	 and	 4	L∙min−1	 at	
each	 RER,	 corresponding	 to	 a	 V̇CO2	 of	 0.75,	 1.7,	 2.85,	
and	 4.2	L∙min−1.	 Note	 that	 the	 lowest	 step	 of	 the	 CPX	
procedure	(i.e.,	with	BF	of	10∙min−1,	RER	0.75,	and	V̇O2	
of	1	L∙min−1)	required	a	separate	setting	for	Omnical	V6	
(that	used	a	lower	active	flow),	and	a	separate	mask	set-	on	
for	VO2masterPro.	These	stages	were	therefore	simulated	
separately	while	using	these	different	configurations.

Each	 stage	 lasted	 at	 least	 2	min	 for	 breath-	by-	breath	
systems	to	ensure	sufficient	 time	for	a	stable	breath	col-
lection,	and	the	graphical	user	 interface	 for	each	system	
was	checked	to	ensure	a	steady	state	(Figure 1).	Each	stage	
lasted	~5	min	for	mixing	chamber	systems	to	ensure	suffi-
cient	time	to	flush	the	mixing	chamber,	which	was	again	
confirmed	 by	 visual	 inspection	 of	 the	 graphical	 user	 in-
terface.	For	mixing	chamber	systems,	we	also	quantified	
the	time	required	for	each	system	to	reach	a	steady	state	
in	gas	exchange	variables.	To	this	purpose,	the	simulation	
and	data	collection	were	started	simultaneously	and	 the	
delay	was	quantified	as	 the	 time	difference	between	 the	

first	sample	at	which	the	steady	state	was	reached	(deter-
mined	using	visual	inspection)	and	the	start	of	the	simula-
tion	(see	supplementary	file	I,	Figure S3	for	more	details).

Finally,	 we	 quantified	 the	 between-	day	 reliability	 for	
all	systems	that	were	available	at	the	lab	for	at	 least	two	
experimental	sessions,	by	repeating	the	same	simulation	
experiments	(see	section	2.8).	Between-	day	reliability	was	
not	assessed	for	all	systems	because	most	manufacturers	
were	only	present	for	one	day	at	the	testing	facility	with	
their	system.

2.5	 |	 Human validation protocol

Human	 exercise	 was	 used	 to	 verify	 the	 results	 obtained	
during	 the	 simulation	 tests	 and	 are	 further	 detailed	 in	
supplementary	 file	 I,	 section	 2.	 Briefly,	 a	 total	 of	 three	
well-	trained	healthy	individuals	cycled	at	the	highest	in-
tensity	 at	 which	 physiological	 variables	 remained	 stable	
(i.e.,	~25	Watts	below	their	gas	exchange/first	ventilatory	

T A B L E  1 	 Software	and	hardware	specifications	for	CPET	system.

Vyntus CPX Oxycon Pro Omnical V6 Ergostik Metalyzer 3B MetaMax 3B VO2 masterPro PowerCube Ergo Quark CPET K5 Ultima CPX
Ergocard CPX 
clinical

Ergocard CPX 
Pro PNOĒ Calibre

Manufacturer Vyaire	Medical,	
Mettawa,	IL,	
USA

Vyaire	Medical,	
Mettawa,	IL,	
USA

Maastricht	
Instruments,	
Maastricht,	
The	
Netherlands

Geratherm	
Respiratory	
GmbH,	Bad	
Kissingen,	
Germany

Cortex	
Biophysik,	
Leipzig,	
Germany

Cortex	
Biophysik,	
Leipzig,	
Germany

VO2master	
Health	
Sensors	Inc.,	
Vernon,	BC,	
Canada

Ganshorn,	Medizin	
Electronic	
GmbH,	
Niederlauer,	
Germany

COSMED,	Rome,	
Italy

COSMED,	
Rome,	Italy

MGC	
Diagnostics,	
Dinant,	
Belgium

MGC	
Diagnostics,	
Dinant,	
Belgium

MGC	Diagnostics,	
Dinant,	
Belgium

ENDO	Medical,
Palo	Alto,	CA,	

USA

Calibre	
Biometrics,	
Wellesley,	
MA,	USA

Type Breath-	by-	breath Mixing-	chamber	
&	breath-	by-	
breath

Mixing-	chamber/	
diluted	flow

Breath-	by-	breath Breath-	by-	breath Breath-	by-	
breath

Breath-	by-	breath Breath-	by-	breath Mixing-	chamber	
&	breath-	by-	
breath

Mixing-	chamber	
&	breath-	by-	
breath

Breath-	by-	breath Breath-	by-	breath Breath-	by-	breath Breath-	by-	breath Breath-	by-	breath

Volume	
measurement

Turbine	(Vyaire,	
Mettawa,	IL,	
USA)

Turbine	(Vyaire,	
Mettawa,	IL,	
USA)

Balgengasmeter	
(Itron	G16,	
Liberty	Lake,	
WA,	USA)

Differential	
pressure	
(Geratherm)

Turbine	(Cortex) Turbine	
(Cortex)

Differential	
pressure	
(VO2master)

Differential	
pressure	
(Ganshorn)

Turbine	
(COSMED)

Turbine	
(COSMED)

Pitot	tube	(MGC	
Diagnostics)

Pitot	tube	(MGC	
Diagnostics)

Pitot	tube	(MGC	
Diagnostics)

Thermal	sensor,	
(Sensirion,	
Stäfa,	
Switzerland)

Thermal	sensor,	
(Sensirion,	
Stäfa,	
Switzerland)

O2	measurement Chemical	fuel	cell	
(Teledyne,	CA,	
USA)

Chemical	fuel	cell	
(Teledyne,	
CA,	USA)

Paramagnetic	
(ABB	
Magnos206,	
Frankfurt,	
Germany)

Chemical	fuel	
cell

(Envitec	NJ,	
USA)

Chemical	
fuel	cell	
(Teledyne,	
CA,	USA)

Chemical	
fuel	cell	
(Teledyne,	
CA,	USA)

Chemical	fuel	cell	
(Envitec	NJ,	
USA)

Chemical	fuel	cell	
(Envitec	NJ,	
USA)

Paramagnetic	
(Servomex,	
Ltd.,	Sussex,	
UK)

Galvanic	fuel	
cell	(City	
Technology,	
NC,	USA)

Galvanic	
fuel	cell	
(Teledyne,	
CA,	USA)

Galvanic	fuel	cell	
(Teledyne	
Ls-	10,	CA,	
USA)

Laser	
Spectrometer	
(Oxigraf	CA,	
USA)

Chemical	fuel	cell	
(Teledyne,	
CA,	USA)

Electro	chemical
(Angst	Pfister,	

Switzerland)

CO2	measurement Non-	Dispersive	
Infrared	
(Vyaire,	
Mettawa,	IL,	
USA)

Non-	Dispersive	
Infrared	
(Vyaire,	
Mettawa,	IL,	
USA)

Infrared	
Photometer	
analyzer	
(ABB	Uras26,	
Frankfurt,	
Germany)

Non-	Dispersive	
Infrared	
(Treymed,	
NJ,	USA)

Non-	Dispersive	
Infrared	
(Treymed,	
NJ,	USA)

Non-	Dispersive	
Infrared	
(Treymed,	
NJ,	USA)

N/A Ultrasound
(Ganshorn,	

Germany)

Non-	Dispersive	
Infrared	
(COSMED,	
Italy)

Non-	Dispersive	
Infrared	
(COSMED,	
Italy)

Non-	Dispersive	
Infrared	
(MGC	
Diagnostics,	
Belgium)

Non-	Dispersive	
Infrared	
(Treymed	
Comet	II,	NJ,	
USA)

Non-	Dispersive	
Infrared	
(Treymed	
Comet	II,	NJ,	
USA)

Thermal	
conductivity

(Sensirion,	
(Switzerland)

Thermal	
conductivity

(Sensirion,	
(Switzerland)

Accuracy	for	
volume,	V̇O2,	
V̇CO2

±3%	(50	mL)	for	all	
outcomes

±3%	(50	mL)	for	
all	outcomes

Not	stated ±3%	(50	mL)	for	
all	outcomes

±3%	for	all	
outcomes

±3%	for	all	
outcomes

Not	stated ±3%	for	all	
outcomes

±3%	(50	mL)	for	
all	outcomes

±3%	(50	mL)	for	
all	outcomes

<4%	for	all	
outcomes

<4%	for	all	
outcomes

<4%	for	all	
outcomes

Not	stated Not	stated

Approximate	
system	costa

€	30.700b Not	applicable €	70.000* €	16.000b €	15.000b €	24.000b €	6.100 €	24.000 €	20.500 €	30.000b €	29.000b,	c €	13.000c €	24.900c €	15.600 €	399

aCost	for	a	system	in	The	Netherlands	in	2022–	2023,	exclusive	of	shipping	costs.	Note	that	the	cost	for	most	systems	is	dependent	on	the	configurations		
(e.g.,	with	or	without	ECG	add-	on).	We	assumed	one	dollar	corresponded	to	one	euro.
bExclusive	of	local	taxes.
cCost	of	base	system	without	calibration	gasses	and	regulators,	facemasks,	et	cetera.
*The	cost	for	a	newer	version	of	the	system	will	be	substantially	reduced.
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threshold)	 while	 gas	 exchange	 data	 were	 collected	 two	
times	per	system	for	three	(breath-	by-	breath)	or	five	(mix-
ing	 chamber)	 minutes	 in	 a	 randomized	 and	 counterbal-
anced	order.

2.6	 |	 Data collection settings for each 
CPET system

The	 metabolic	 simulator	 mimics	 human	 breathing	 and	
creates	 artificial,	 highly	 accurate	 known	 breaths.	 From	
their	design,	 the	mass-	flow	controllers	used	 in	 the	met-
abolic	 simulator	 for	 CO2	 and	 N2	 have	 a	 temperature-	
controlled	output	normalized	to	absolute	volume	output	
in	standard	temperature	and	pressure	dry	(STPD)	(SLN,	
normalized	standard	liters),	as	detailed	in	equations 1	and	
2.	 V̇E,	 the	 volume	 strokes	 from	 the	 piston	 pump	 of	 the	
metabolic	simulator,	uses	room	air,	and	is	thus	at	ambi-
ent	conditions	(ambient	temperature	and	pressure;	ATP).

CPET	systems	are	typically	used	for	human	testing	and	
because	human	expired	volumes	have	a	higher	tempera-
ture	and	humidity	than	ambient	air,	the	expired	volumes	
are	expressed	in	saturated	body	temperature,	and	pressure	
conditions	 (BTPS).	By	measuring	or	assuming	a	 specific	
humidity,	 temperature,	 and	 pressure	 of	 the	 expired	 air,	
the	CPET	systems	convert	 the	values	measured	 in	BTPS	
to	STPD	to	allow	comparison	between	different	measure-
ment	 conditions.	 For	 example,	 CPET	 systems	 typically	
assume	the	expired	gas	is	100%	humid	and	has	a	tempera-
ture	of	31.5°C.	Since	this	assumption	is	incorrect	during	
the	 metabolic	 simulation	 experiments,	 the	 gas	 volumes	
in	 STPD	 require	 correction	 to	 allow	 comparison	 with	

the	 simulated	 values.	The	 manufacturers	 were	 therefore	
asked	to	turn	off	the	BTPS	correction	within	the	software	
application	when	possible.	Specifically,	the	Quark	CPET,	
K5,	MetaLyzer,	MetaMax,	Vyntus	CPX,	Oxycon	Pro,	Ergo-
card	Clinical	and	Pro,	Ultima,	PowerCube,	Ergostik	and	
Calibre	applications	used	a	setting	that	stopped	the	con-
version	from	ATP	to	BTPS	for	V̇E,	to	allow	direct	compari-
son	with	the	simulated	values.	Omnical	already	expressed	
V̇O2	and	V̇CO2	in	STPD	by	measuring	the	humidity	and	
temperature	of	 the	gas,	 and	no	correction	was	 therefore	
required	 for	 the	 simulation	 tests.	 VO2masterPro	 and	
PNOĒ	 expressed	 V̇O2	 and	 V̇CO2	 in	 STPD,	 assuming	 the	
measured	exhaled	air	is	100%	humid	at	ambient	pressure	
and	 with	 an	 exhaled	 air	 temperature	 of	 34,	 and	 31.5°C,	
respectively.	Using	these	values,	the	V̇O2	and	V̇CO2	were	
corrected	from	ATP	to	STPD,	and	V̇E	was	corrected	from	
ATP	to	BTPS.

Room	 temperature	 and	 relative	 humidity	 ranged	 be-
tween	 19	 and	 21°Celsius,	 and	 45%–	57%,	 respectively	
during	all	simulation	and	cycling	measurements.	During	
all	 experiments,	 the	 lab	 was	 ventilated	 by	 opening	 win-
dows	and	doors,	and	all	individuals	present	during	testing	
were	asked	to	maintain	>5	m	distance	from	the	measure-
ment	area.

2.7	 |	 CPET calibration

Each	CPET	system	was	calibrated	according	to	the	manu-
facturer	 guidelines	 prior	 to	 the	 “Std”	 simulation,	 before	
the	 “CPX”	 simulation,	 and	 again	 prior	 to	 the	 human	
experiments.	 All	 manufacturers	 used	 their	 own	 gas	 for	

F I G U R E  1  Left:	Experimental	set-	up	with	the	metabolic	simulator	(A),	three	of	the	CPET	systems	(B	=	Omnical	V6;	C	=	Vyntus	CPX;	
D	=	MetaLyzer	3B),	and	the	bike	used	for	the	human	tests	(E	=	Lode	Corival	CPET).	The	CPET	systems	were	connected	to	the	outlet	of	the	
metabolic	simulator	as	shown	in	the	image	(in	this	case	for	the	Vyntus	CPX).	Right:	example	recording	of	the	simulation	protocol	by	one	of	
the	CPET	systems	(Omnical	v6).	The	first	stepwise	increase	represents	the	“Std”	mode	with	a	constant	RER	of	1.00,	and	the	second	stepwise	
increase	the	“CPX”	mode	with	an	increase	in	RER	for	each	stage.
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calibration	to	best	reflect	 typical	system	calibration.	The	
only	 exception	 was	 PNOĒ,	 which	 states	 that	 only	 room	
air	calibration	is	required	for	routine	purposes.	The	use	of	
certified	calibration	gas	is	optional	and	not	standard.	We,	
therefore,	used	PNOĒ	after	room	air	calibration	and	in	a	
second	measurement	after	certified	gas	calibration	mode	
for	the	simulation	experiments,	whereby	CO2/O2	mix	(5%	
CO2/16%O2)	calibration	gas	was	used	to	calibrate	the	CO2/
O2	sensor.	The	volume	for	all	systems	was	calibrated	using	
a	certified	3	L	syringe	from	each	respective	manufacturer,	
except	for	ErgoCard	CPX	Clinical,	Ergocard	CPX	Pro,	and	
COSMED	Quark	where	the	manufacturer	preferred	to	cal-
ibrate	their	system	using	the	motorized	3	L	piston	syringe	
pump	of	the	metabolic	simulator.	The	potential	impact	of	
this	is	discussed	later.

2.8	 |	 Data processing

During	 the	 simulation	 tests,	 the	 mean	 value	 of	 the	 last	
minute	of	each	stage	was	used	for	analyses	to	ensure	ad-
equate	flushing	of	the	gas-	filled	dead	space	of	the	simula-
tor.	The	period	selected	for	analyses	was	also	confirmed	
by	visual	inspection	of	a	steady	state.

Data	 processing	 for	 the	 human	 cycling	 experiments	
is	detailed	in	supplementary	file	I,	section	3.	Briefly,	data	
were	analyzed	over	 the	 final	minute	of	each	period	and	
subsequently	 averaged	 over	 the	 two	 counterbalanced	
1-	min	 periods	 to	 make	 comparisons	 between	 systems.	
Reference	 values	 for	 session,	 two,	 three	 and	 four	 were	
calculated	 based	 on	 the	 average	 V̇O2	 and	 V̇CO2	 values	
recorded	 by	 Vyntus	 CPX	 and	 Oxycon	 Pro	 (B	×	B)	 while	
correcting	 their	 measured	 values	 for	 the	 respective	 er-
rors	 in	V̇O2	and	V̇CO2	 from	the	simulation	experiments.	
Vyntus	 CPX	 and	 Oxycon	 Pro	 were	 used	 to	 calculate	 the	
reference	value	because	these	systems	(a)	were	present	at	
the	 research	 facility	 during	 all	 human	 experiments,	 (b)	
showed	 generally	 high	 accuracy	 during	 the	 simulation	
experiments,	and	(c)	showed	good	to	acceptable	between-	
day	reliability.	For	the	first	test,	the	average	V̇O2	and	V̇CO2	
values	 for	 Vyntus	 CPX,	 Omnical	 V6,	 and	 Ergostik	 were	
used	as	reference	(with	correction)	as	Oxycon	Pro	was	not	
available	during	these	experiments.

2.9	 |	 Statistical analysis

The	 accuracy	 of	 the	 CPET	 systems	 were	 assessed	 for	
the	 main	 ventilatory	 and	 gas	 exchange	 variables:	 V̇E	
(L∙min−1),	 BF	 (breaths∙min−1),	 V̇O2	 (mL∙min−1),	 V̇CO2	
(mL∙min−1),	and	RER.	For	the	trials	with	RER	<1.00	(met-
abolic	simulator	in	“CPX”	mode),	we	also	computed	the	
energy	expenditure	derived	 from	 fats	and	carbohydrates	

and	 total	 energy	 expenditure	 from	 the	 simulated	 and	
measured	 V̇O2	 and	 V̇CO2	 using	 Jeukendrup's	 equation	
for	moderate-		to	high-	intensity	exercise.51	This	was	done	
to	 determine	 the	 impact	 of	 errors	 in	 the	 measured	 V̇O2	
and	 V̇CO2	 values	 on	 substrate	 and	 energy	 expenditure	
estimation.

Agreement	between	the	CPET	systems	and	metabolic	
simulator	was	assessed	 in	several	ways.	First,	 the	mea-
surement	error	was	calculated	for	the	simulation	test	by	
subtracting	the	expected	value	(i.e.,	simulated)	from	the	
measured	value	(i.e.,	converted	CPET	readouts).	We	ex-
pressed	this	error	as	a	percentage	of	the	expected	value	
(i.e.,	 [(measured	–		expected)/expected]	×	100)	and	com-
puted	the	average	relative	percentage	error	and	average	
absolute	 percentage	 error	 (AAPE)	 for	 all	 simulation	
steps	 for	 each	 system	 to	 indicate	 the	 overall	 measure-
ment	error.

To	objectively	assess	the	agreement	between	the	sim-
ulator	and	CPET	systems,	we	used	a	statistical	approach	
proposed	by	Shieh52	with	the	percentage	difference	as	the	
unit	for	comparison.	In	this	method	the	mean	difference	
and	 variability	 of	 the	 difference	 between	 the	 simulator	
and	CPET	system	is	assessed	in	relation	to	an	a	priori	de-
termined	threshold,	whereby	a	specified	proportion	of	the	
data	should	fall	within	the	threshold	to	declare	agreement.	
Errors	 for	 the	 main	 ventilatory	 and	 gas	 exchange	 vari-
ables	were	considered:	good,	when	the	errors	were	<3%,	
acceptable,	 <5%,	 and	 poor	≥5%.	This	 classification	 is	 in	
line	with	the	error	of	3%	specified	by	most	manufacturers	
for	 these	outcomes	 (Table 1),	and	approximately	 in	 line	
with	an	error	of	<3%	being	acceptable	 for	volume	mea-
surements	according	to	the	2019	American	Thoracic	and	
European	respiratory	societies.53	We	used	slightly	higher	
ranges	for	substrate	use	and	rated	errors	of	<5%	as	good,	
<10%	as	acceptable,	and	≥10%	as	poor.	For	energy	expen-
diture,	previous	studies	defined	a	2%	error	as	acceptable	
in	resting	metabolic	rate	measurements,23,25	and	we	con-
sidered	a	slightly	higher	error	acceptable	during	exercise	
testing.	 The	 error	 for	 energy	 expenditure	 was	 therefore	
interpreted	similarly	to	the	main	ventilatory	and	gas	ex-
change	variables.	The	central	null-	proportion	(reflecting	
the	 fraction	 of	 datapoints	 that	 should	 fall	 within	 this	
threshold)	was	set	to	0.95	in	line	with	the	widely	used	95%	
limits	 of	 agreement,	 and	 the	 alpha	 level	 to	 0.05.	There-
fore,	if	the	95%	confidence	intervals	of	the	limits	of	agree-
ment	 between	 the	 simulator	 and	 CPET	 system	 for	 the	
assessed	outcome,	fell	within	the	specified	threshold,	the	
null-	hypothesis	 that	 there	 is	 no	 agreement	 between	 the	
systems	was	rejected.

To	 assess	 if	 the	 relative	 (i.e.,	 non-	absolute)	 error	
changed	with	higher	simulated	values,	we	assessed	if	the	
slope	of	the	regression	line	fitted	on	the	error	differed	sig-
nificantly	from	zero.
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8 of 21 |   VAN HOOREN et al.

Between-	day	 reliability	 was	 quantified	 by	 calculating	
the	 standard	 deviation	 over	 all	 repeated	 measurements	
per	 system.	 This	 reliability	 measure	 represents	 the	 typi-
cal	variation	in	the	measured	value	from	day	to	day.	The	
reliability	was	also	expressed	as	a	percentage	by	dividing	
the	standard	deviation	by	the	mean	of	the	measurements	
multiplied	by	100	(i.e.,	coefficient	of	variation).	This	ap-
proach	 was	 used	 as	 we	 typically	 only	 had	 two	 repeated	
measures	on	each	system,	thus	not	allowing	us	to	calcu-
late	a	standard	error	of	measurement	or	intraclass	correla-
tion	coefficient.

3 	 | 	 RESULTS

3.1	 |	 Metabolic simulation

All	data,	and	errors	in	original	units	and	both	relative	and	
absolute	 percentage	 errors	 for	 all	 individual	 simulation	
steps	are	available	from	online	supplementary	file	II.

Relative	percentage	errors	averaged	over	all	simulated	
volumes	are	reported	in	Tables 2	and	3,	as	well	as	depicted	
in	Figure 2.	The	absolute	percentage	error	for	V̇E,	BF,	V̇O2,	
V̇CO2,	RER,	and	the	overall	error	for	each	device	averaged	
over	all	 simulated	volumes	are	reported	 in	Table S1	and	

illustrated	in	Figure 3.	Table S2	reports	the	absolute	per-
centage	errors	for	energy	derived	from	fats,	carbohydrates,	
and	total	energy	expenditure	averaged	over	all	simulated	
steps,	while	Figure S2	visualizes	these	errors.

The	 relative	 percentage	 error	 significantly	 increased	
with	higher	simulated	volumes	for	some	devices,	while	it	
remained	constant	or	decreased	for	others	(Figure 4	and	
Table S3).

Between-	day	 reliability	 for	 a	 subset	 of	 the	 tested	 de-
vices	is	reported	in	Table S4	(in	original	units)	and	S5	(in	
percentage	units/coefficient	of	variation),	while	Table S6	
and	Figure S3	depict	the	time	to	reach	a	steady-	state	gas	
concentration	 in	 the	 three	 mixing-	chamber	 devices	 as-
sessed.	Table S8	shows	the	overall	mean	absolute	percent-
age	 error	 (combined	 over	 gas	 exchange	 and	 substrate/
energy	use)	for	each	system.

3.2	 |	 Human validation

The	measured	gas	exchange	variables,	substrate	use,	and	
energy	expenditure	measured	during	 the	cycling	experi-
ments	is	reported	in	Table S7.	Figure 5	also	shows	the	V̇O2	
and	 V̇CO2	 measured	 by	 each	 system	 during	 the	 cycling	
experiments	in	the	four	sessions.

T A B L E  2 	 Mean	±	SD	relative	percentage	errors	(%e)	for	respiratory	parameters,	averaged	over	all	simulated	steps.

System %e V̇E %e BF %e V̇O2 %e V̇CO2 %e RER Overall %e

Vyntus	CPX −4.15	±	1.92 −2.90	±	1.30 1.15	±	1.07	* 2.14	±	0.89	* 0.97	±	1.45	* −0.56

Oxycon	Pro	B	×	B −1.84	±	1.17	* −3.79	±	2.67 0.24	±	1.33	* −0.31	±	1.14	* −0.25	±	2.11 −1.19

Oxycon	Pro	MC −7.86	±	1.59 −3.75	±	2.69 −2.28	±	1.23 −2.12	±	1.39 0.15	±	0.69	** −3.13

Omnical	V6 −6.52	±	4.57 −2.78	±	1.58 −2.24	±	1.77 −2.06	±	2.46 0.59	±	2.69 −2.57

Ergostik −3.93	±	1.16 −3.75	±	2.89 −0.91	±	3.14 0.72	±	2.13 1.72	±	2.08 −1.23

MetaLyzer	3B 1.24	±	1.81 −2.50	±	1.34 2.85	±	2.22 5.40	±	1.86 2.23	±	2.77 1.84

MetaMax	3B 0.89	±	1.35 −2.79	±	1.28 1.64	±	1.87 1.67	±	2.73 0.04	±	2.65 0.29

VO2masterProa −3.84 −2.17 −11.68 –	 –	 −5.82a

PowerCube	Ergo −3.34	±	3.81 −3.70	±	2.93 2.90	±	7.80 18.3	±	10.2 14.8	±	2.75 5.78

Quark	CPET 0.24	±	2.00 −2.77	±	1.25 0.60	±	1.18	* −4.15	±	2.13 −4.69	±	2.53 −2.15

Ultima	CPX −8.91	±	1.29 −2.84	±	1.28 −8.97	±	1.17 −5.41	±	1.95 3.89	±	1.07 −4.45

Ergocard	CPX	
Clinical

5.80	±	2.24 −2.78	±	1.24 −3.10	±	1.54 0.22	±	4.03 3.47	±	4.53 0.72

Ergocard	CPX	Pro 6.47	±	2.03 −2.56	±	1.45 −2.52	±	2.14 −2.82	±	4.12 −0.30	±	2.88 −0.34

K5 −0.80	±	1.03	* −2.85	±	1.31 −7.80	±	2.93 −5.95	±	0.88 2.12	±	2.88 −3.05

PNOĒ 44.3	±	8.22 −1.22	±	1.30 8.25	±	5.72 3.39	±	4.33 −4.36	±	1.92 10.1

Calibre −2.33	±	2.84 −1.69	±	1.63 0.23	±	1.41	* 0.68	±	1.38	* −0.02	±	1.85	* −0.63

Note:	**	good	agreement	(<3%	error);	*	acceptable	agreement	(<5%	error);	No	star	indicates	that	we	were	unable	to	establish	good	or	acceptable	agreement	
(≥5%	error).
Abbreviations:	BF,	breathing	frequency;	MC,	mixing	chamber;	RER,	respiratory	exchange	ratio;	V̇E,	minute	ventilation;	V̇CO2,	carbon	dioxide	production;	
V̇O2,	oxygen	consumption.
aNote	that	the	overall	error	for	this	device	does	not	include	V̇CO2	or	RER.
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   | 9 of 21VAN HOOREN et al.

System
%e Energy from 
carbs

%e Energy from 
fats

%e Total energy 
expenditure

Vyntus	CPX −1.90	±	6.65 8.53	±	7.76 1.96	±	0.78	*

Oxycon	Pro	B	×	B 5.38	±	8.10 0.48	±	7.09 0.04	±	0.79	**

Oxycon	Pro	MC 4.66	±	10.6 −2.31	±	7.76 −2.52	±	0.56	*

Omnical	V6 −8.04	±	13.1 0.06	±	17.9 −2.53	±	1.58

Ergostik 32.3	±	38.4 −28.1	±	10.5 −3.24	±	2.47

MetaLyzer	3B 52.9	±	60.0 −24.8	±	9.83 3.75	±	1.09

MetaMax	3B 36.3	±	57.3 2.87	±	26.1 2.29	±	0.19

VO2masterPro –	 –	 –	

PowerCube	Ergo 99.0	±	72.3 −133	±	134 −2.16	±	6.16

Quark	CPET −16.2	±	4.31 43.2	±	61.4 −0.68	±	0.99	*

Ultima	CPX 26.3	±	31.5 −39.5	±	20.8 −8.35	±	0.26

Ergocard	CPX	Clinical 50.2	±	48.3 −42.7	±	22.4 −1.21	±	2.03

Ergocard	CPX	Pro 8.90	±	20.0 −3.12	±	5.66 −0.44	±	2.28

K5 1.79	±	11.3 −8.01	±	3.94 −6.27	±	0.19

PNOĒ −39.5	±	29.2 76.1	±	74.8 8.16	±	5.13

Calibre 0.23	±	13.4 0.68	±	13.8 −0.02	±	1.03	**

Note:	**	good	agreement	(<3%	error);	*	acceptable	agreement	(<5%	error);	No	star	indicates	that	we	were	
unable	to	establish	good	or	acceptable	agreement	(≥5%	error).
Abbreviation:	MC,	mixing	chamber.

T A B L E  3 	 Mean	±	standard	
deviation	relative	percentage	errors	
(%e)	for	substrate	use	and	total	energy	
expenditure,	averaged	over	all	simulated	
steps.

F I G U R E  2  Mean	relative	percentage	errors	for	each	device	for	V̇O2,	V̇CO2,	RER,	energy	derived	from	fats,	energy	derived	from	
carbohydrates,	and	total	energy	expenditure.	Dashed	lines	represent	the	average	error	over	all	simulated	steps,	while	error	bars	represent	the	
standard	deviation	of	the	error	over	all	simulated	steps.	Wider	error	bars	indicate	a	lower	precision	of	the	measured	variable.	Note	that	in	
the	middle	bottom	figure,	the	relative	percentage	error	ranges	from	1%	to	−267%	for	PowerCube	Ergo,	but	only	part	of	the	error	bar	is	shown	
to	maintain	readable	scaling.	No	error	for	substrate	usage	or	total	energy	expenditure	is	available	for	VO2masterPro	as	this	device	measures	
only	V̇O2.
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10 of 21 |   VAN HOOREN et al.

4 	 | 	 DISCUSSION

The	primary	aim	of	this	study	was	to	assess	the	accuracy	by	
which	commonly	used	CPET	systems	can	assess	respiratory	
gas	exchange	variables	and	substrate	and	energy	use	during	
simulated	exercise.	The	following	sections	discuss	the	ob-
served	relative	and	absolute	errors,	prior	to	explaining	po-
tential	causes	for	the	observed	errors.	Finally,	we	comment	
briefly	on	the	verification	of	these	errors	during	the	human	
tests	and	end	with	practical	implications	for	CPET	users.

4.1	 |	 Summary of the relative and 
absolute errors

When	 averaged	 over	 all	 simulated	 volumes	 and	 over	 all	
systems,	V̇O2	was	underestimated	by	an	average	of	−1.35%	
(median	0.34%;	Figure 2).	However,	there	were	substantial	
differences	 in	 the	 accuracy	 between	 systems.	 Eleven	 out	
of	 the	 16	 systems	 assessed,	 under-		 or	 overestimated	 V̇O2	
by	less	than	3%	(Figure 2,	Table 2),	but	the	within-	device	
variability	in	this	accuracy	resulted	in	none	of	the	systems	

F I G U R E  3  Mean	±	standard	deviation	of	absolute	percentage	errors	for	gas	exchange	variables	per	device.	Dashed	lines	depict	the	mean	
error	over	all	simulated	steps	while	error	bars	represent	the	standard	deviation	of	the	error.	Note	that	in	the	left	top	figure	the	mean	error	for	
V̇E	for	PNOĒ	was	44%.	No	error	for	V̇CO2	or	RER	is	available	for	VO2masterPro	as	this	device	measures	only	V̇O2.	The	overall	percentage	
error	is	computed	over	all	gas	exchange	variables	in	the	figure.
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   | 11 of 21VAN HOOREN et al.

achieving	statistical	agreement	at	a	3%	error	level	(Table 2).	
Nevertheless,	four	systems	had	sufficiently	low	variability	
in	this	accuracy	to	achieve	acceptable	statistical	agreement.	
One	system	showed	a	mean	relative	error	within	5%,	while	
the	remaining	four	systems	all	had	mean	errors	>5%	and	
thus	showed	poor	accuracy.	The	relative	error	 in	V̇O2	re-
mained	constant	 for	 the	majority	(10/16)	of	systems	with	
higher	simulated	V̇E,	thus	demonstrating	no	proportional	
bias	(Table S3;	Figure 4),	although	further	research	is	re-
quired	 on	 their	 accuracy	 at	 higher	 volumes	 seen	 in	 elite	
athletes.	 Conversely,	 some	 systems	 overestimated	 V̇O2	 at	
low	simulated	V̇E,	but	the	error	in	measured	V̇O2	decreased	
with	higher	simulated	V̇E.	While	this	demonstrates	better	
accuracy	in	the	range	investigated,	it	could	lead	to	underes-
timation	of	V̇O2max	at	higher	volumes	seen	in	elite	athletes.	
One	 system	(VO2masterPro)	consistently	underestimated	
V̇O2	 and	 this	 underestimation	 increased	 with	 higher	 V̇E.	
Similarly,	two	other	systems	(K5,	Ultima)	also	consistently	
underestimated	V̇O2	and	although	the	underestimation	in-
creased	with	higher	volumes,	the	slope	did	not	reach	sta-
tistical	significance.	Nevertheless,	care	should	therefore	be	
taken	when	these	systems	are	used,	in	particular	in	V̇O2max	
testing	 as	 it	 will	 lead	 to	 increasingly	 larger	 underestima-
tions	with	increasing	absolute	V̇O2	levels.

The	average	relative	error	for	V̇CO2	was	0.64%	(median	
0.22%),	although	there	were	again	notable	differences	 in	

accuracy	between	systems,	with	nine	systems	demonstrat-
ing	 <3%	 error,	 two	 systems	 showing	 3%–	5%	 error,	 and	
four	systems	showing	a	mean	error	>5%	(Figure 2).	Only	
three	systems	exhibited	sufficiently	low	variability	in	the	
error	to	achieve	statistical	agreement	at	the	5%	level.	Al-
though	the	relative	error	also	remained	constant	for	most	
(10/16)	systems	with	higher	simulated	V̇E,	all	other	sys-
tems	showed	a	negative	slope	(Table S3,	Figure 4).	Similar	
to	V̇O2,	some	systems	therefore	underestimated	V̇CO2	by	
an	 increasingly	 larger	 magnitude	 with	 higher	 simulated	
V̇CO2.	 The	 over-		 or	 underestimation	 for	 V̇O2	 and	 V̇CO2	
can	lead	to	significant	errors	in	RER	when	the	direction	
of	over-		or	underestimation	differs	between	the	two	vari-
ables.	However,	most	systems	consistently	under-		or	over-
estimated	both	V̇O2	and	V̇CO2	such	that	10	systems	had	
an	RER	error	<3%,	four	3%–	5%,	and	only	one	system	>5%	
(Figure 2,	Table S3).

Estimation	 of	 the	 energy	 derived	 from	 different	 sub-
strates,	as	well	as	total	energy	expenditure,	requires	accu-
rate	measurement	of	V̇O2,	V̇CO2,	and	RER.	For	example,	
while	 an	 equivalent	 underestimation	 of	 V̇O2	 and	 V̇CO2	
may	yield	a	highly	accurate	RER,	it	will	lead	to	an	under-
estimation	 in	 the	energy	derived	 from	fats	and	carbohy-
drates,	 and	 thus	 total	 energy	 expenditure	 (e.g.,	 Oxycon	
Pro	mixing	chamber	in	Figure 2).	Due	to	the	sensitivity	of	
substrate	use	for	accurate	V̇O2,	V̇CO2,	and	RER	measures,	

F I G U R E  4  Relative	percentage	error	
for	V̇O2	(top)	and	V̇CO2	(bottom),	as	a	
function	of	the	simulated	V̇O2	and	V̇CO2	
for	each	device.	Errors	are	averaged	over	
each	step	of	the	“Std”	(i.e.,	RER	=	1.00)	
and	“CPX”	(i.e.,	RER	increases	with	
increased	V̇O2)	protocols.	Because	the	
simulated	V̇CO2	differed	between	the	
“Std”	and	“CPX”	protocols,	the	average	
simulated	value	is	depicted	on	the	x-	axis	
in	the	figure.	MC,	mixing	chamber;	RER,	
respiratory	exchange	ratio;	V̇CO2,	rate	of	
carbon	dioxide	production;	V̇O2,	rate	of	
oxygen	uptake.
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12 of 21 |   VAN HOOREN et al.

only	three	systems	achieved	an	error	<5%	for	the	amount	
of	energy	derived	from	carbs,	while	five	systems	achieved	
an	error	<5%	for	energy	derived	from	fats.	Yet,	12	systems	
achieved	an	error	<5%	for	total	energy	expenditure	(Fig-
ure 2;	Table 3).

When	 considering	 absolute	 errors,	 all	 but	 six	 sys-
tems	 exhibited	 an	 absolute	 percentage	 error	 <3%	 for	

assessing	total	energy	expenditure	during	simulated	exer-
cise	(Table S2,	Figure S2).	In	contrast,	none	of	the	assessed	
systems	showed	an	absolute	percentage	error	of	<5%	for	
assessing	 the	 amount	 of	 energy	 derived	 from	 carbohy-
drates	or	 fats.	MetaMax	3B,	 for	 instance,	 showed	a	 rela-
tively	small	absolute	percentage	error	of	1.9%	in	RER,	but	
absolute	percentage	errors	of	~39%	and	~	19%	 for	energy	

F I G U R E  5  Measured	V̇O2	and	V̇CO2	during	the	cycling	experiments	in	sessions	1	(A),	2	(B),	3	(C),	and	4	(D).	All	V̇O2	and	V̇CO2	values	
were	first	averaged	over	the	two	counterbalanced	trials	within	each	subject	and	then	averaged	between	subjects.	For	all	tests,	reference	
values	were	calculated	as	specified	in	supplementary	file	I,	section	3.	V̇CO2,	rate	of	carbon	dioxide	production;	V̇O2,	rate	of	oxygen	uptake.
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   | 13 of 21VAN HOOREN et al.

derived	 from	 carbohydrates	 and	 fats,	 respectively.	 Sim-
ilarly,	 the	 absolute	 percentage	 error	 for	 RER	 was	 ~4.7%	
for	Quark	CPET,	but	this	resulted	in	absolute	percentage	
errors	of	16%	and	43%	for	energy	derived	 from	carbohy-
drates	 and	 fats,	 respectively.	These	 findings	 suggest	 that	
substrate	 use	 at	 an	 individual	 level	 derived	 from	 most	
CPET	systems	should	be	interpreted	with	(great)	caution.	
Moreover,	even	at	a	group	level	substrate	use	should	be	in-
terpreted	with	caution,	as	some	devices	systematically	un-
der-		or	overestimated	energy	derived	from	carbohydrates	
and	fats	(Figure 2).

4.2	 |	 Potential causes of observed errors

The	largely	comparable	accuracy	for	most	systems	for	as-
sessing	gas	exchange	variables	during	the	simulated	exer-
cise	(Figure 2)	was	achieved	despite	various	methods	used	
to	 measure	 volume,	 or	 O2	 and	 CO2	 gas	 concentrations	
(Table 1).	However,	some	devices	that	used	similar	meth-
ods	 differed	 substantially	 in	 accuracy	 (e.g.,	 Ultima	 CPX	
vs.	Ergocard	CPX	Clinical,	both	from	the	same	manufac-
turer,	or	Ergostik	vs.	VO2masterPro).	This	indicates	that	
the	different	calibration	methods,	and	the	way	the	differ-
ent	 measurement	 methodologies	 are	 integrated	 within	
the	 device's	 proprietary	 algorithms	 are	 important	 to	 the	
overall	 accuracy	 of	 the	 results,	 and	 accuracy	 can	 there-
fore	not	simply	be	inferred	from	the	technical	(hardware)	
specifications.

By	 examining	 the	 V̇E,	 and	 fractions	 of	 O2	 and	 CO2	
in	inspired	and	expired	air,	more	insight	can	be	gained	
into	the	potential	causes	of	 the	errors	 in	the	measured	
respiratory	gas	variables.	For	example,	PowerCube	Ergo	
showed	 a	 rather	 large	 overestimation	 of	 V̇CO2	 by	 18%	
(Figure 2),	but	not	V̇O2	or	V̇E	(both	<3%).	Therefore	we	
can	 assume	 that	 the	 CO2	 sensor	 response	 was	 not	 ac-
curate,	despite	duplicate	gas	calibration	procedures.	 In	
support	 of	 this,	 the	 FeCO2	 value	 was	 34%	 higher	 than	
the	 median	 value	 measured	 by	 other	 systems,	 which	
therefore	 leads	 to	 a	 higher	 V̇CO2	 for	 a	 given	 flow	 and	
FiCO2.	 As	 a	 result,	 the	 system	 yielded	 extremely	 large	
errors	in	the	energy	derived	from	carbohydrates	and	fats	
(Figure  2;	 Table  3).	 Similar	 inaccuracies	 in	 measured	
V̇CO2	were	observed	in	pilot	experiments	for	other	man-
ufacturers,	suggesting	CO2	sensors	in	particular,	require	
regular	 checks	 for	 accuracy	 to	 ensure	 accurate	 CPET	
results.

VO2masterPro	 underestimated	 V̇O2	 by	 an	 average	 of	
12%,	with	the	underestimation	also	increasing	with	higher	
simulated	 V̇E	 (Figure  4).	 This	 increasing	 underestima-
tion	 of	V̇E	 suggests	 that	 the	 differential	 pressure	 sensor	
for	measuring	flow	was	primarily	causing	this	error.	Note	
that	another	manufacturer	(Ergostik)	showed	only	a	small	

underestimation	 in	 V̇E	 despite	 also	 using	 a	 differential	
pressure	sensor	for	measuring	flow.	This	indicates	that	the	
method	per	se	 is	not	 inaccurate.	 Inaccurate	volume	cor-
rections	might	cause	errors	in	V̇E	measurement	with	the	
differential	 pressure	 sensor	 in	VO2masterPro	 due	 to	 the	
differences	int	calibration	procedures	or	algorithms.

Our	 findings	 also	 show	 how	 the	 calibration	 method	
might	introduce	errors.	Specifically,	the	volumes	of	Ergo-
card	CPX	Clinical	and	CPX	Pro	both	were	calibrated	using	
the	3	L	volume	stroke	of	the	metabolic	simulator,	whereas	
the	Ultima	CPX	was	calibrated	using	the	manufactures	3	L	
calibration	 syringe.	 The	 Ultima	 system	 underestimated	
V̇E	by	~9%,	whereas	both	other	systems	overestimated	V̇E	
by	~6%,	with	 this	difference	potentially	being	caused	by	
the	different	calibration	methods	as	all	systems	use	a	sim-
ilar	method	for	V̇E	measurement	and	likely	very	similar	
proprietary	algorithms	for	data	processing.

4.3	 |	 Wearable versus stationary, and 
breath- by- breath versus mixing chamber

Stationary	 devices	 such	 as	 Quark	 CPET,	 MetaLyzer	 3B,	
and	Vyntus	CPX	are	often	preferred	in	a	lab	setting	over	
wearable	(portable)	devices	because	of	the	general	percep-
tion	 that	 stationary	 devices	 exhibit	 a	 higher	 accuracy.33	
Our	 findings	 do	 however	 not	 necessarily	 support	 this	
notion,	 because	 some	 wearable	 devices	 showed	 similar	
or	 even	 better	 accuracy	 than	 the	 stationary	 devices.	 For	
example,	the	wearable	COSMED	K5	showed	a	~	1%	point	
larger	absolute	percentage	error	compared	to	the	station-
ary	 Quark	 CPET	 for	 assessing	 respiratory	 gas	 exchange	
variables	(Table S1,	Figure 3).	Similarly,	the	overall	abso-
lute	percentage	error	for	the	wearable	MetaMax	3B	from	
Cortex	 was	 1%	 point	 smaller	 than	 the	 Cortex	 stationary	
MetaLyzer	3B.	For	both	manufacturers,	such	differences	
likely	fall	within	the	technical	standard	error	of	measure-
ment	 of	 repeated	 measures	 (Table  S4	 and	 S5),	 and	 thus	
suggests	equivalent	performance	of	these	systems,	in	line	
with	the	similar	methods	employed	for	measuring	volume	
and	O2	and	CO2	concentrations.	This	finding	is	in	agree-
ment	with	studies	on	older	versions	of	these	devices	that	
suggested	 equivalent	 performance.54	 In	 contrast,	 other	
wearable	 systems	 (VO2masterPro	 and	 PNOĒ)	 showed	
lower	 accuracy	 than	 most	 stationary	 devices.	 VO2mas-
terPro	underestimated	V̇O2	by	an	average	of	~12%,	while	
PNOĒ	overestimated	V̇O2	by	an	average	of	~8.3%	(Table 2,	
Figure 2).	The	(absolute)	percentage	error	also	increased	
with	higher	VE	rates	for	VO2masterPro,	indicating	larger	
underestimation	 with	 higher	 volumes	 (Figure  2).	 While	
the	 absolute	 percentage	 error	 decreased	 for	 PNOĒ	 with	
higher	 V̇E,	 the	 device	 did	 not	 measure	 any	 data	 when	
BF	 exceeded	 60	 breaths∙min−1,	 which	 may	 limit	 its	
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application	to	submaximal	exercise	testing.	Furthermore,	
the	PNOĒ	manufacture	guidelines	state	that	the	device	re-
quires	only	ambient	air	calibration.	Yet,	 the	errors	were	
considerably	larger	when	we	assessed	the	device	with	only	
ambient	air	calibration	(i.e.,	4.9%	overestimation	of	V̇O2,	
16.3%	underestimation	of	V̇CO2,	and	17%	underestimation	
of	 RER	 [supplementary	 file	 I,	 Figure  S4]).	 These	 errors	
became	 smaller	 when	 we	 used	 a	 standard	 approach	 for	
calibration	with	CO2/O2	mix	calibration	gas,	thus	strongly	
suggesting	calibration	with	certified	calibration	gasses	 is	
required	when	using	this	system.	Nevertheless,	even	with	
the	slight	improvements	as	a	result	of	this	calibration,	the	
errors	for	most	outcomes	remained	(very)	high	(Figure 2).

Another	 portable	 device,	 Calibre,	 showed	 overall	 a	
very	 low	(absolute)	percentage	error	(~	−0.63%;	Table 2,	
Figure 2).	To	the	best	of	our	knowledge,	 this	 is	 the	only	
CPET	 device	 to	 employ	 machine	 learning	 to	 predict	 gas	
exchange	variables	 from	the	measured	values,	which	al-
lowed	it	to	achieve	high	accuracy,	at	a	substantially	lower	
cost	than	other	(wearable)	devices	(Table 1).	Moreover,	in	
contrast	to	most	other	wearable	devices,	Calibre	does	not	
require	 the	user	 to	wear	a	data	collection	unit,	which	 is	
beneficial	 for	 activities	 such	 as	 running,	 cycling,	 or	 and	
daily	life	activities	where	extra	mass	or	restraints	may	in-
fluence	performance	and	limit	the	ability	to	obtain	valid	
measures.

While	 previous	 studies	 report	 mixing	 chamber	 sys-
tems	 to	 be	 more	 accurate	 at	 high	 volumes	 (i.e.,	 V̇O2max	
test),24,36,55	we	observed	no	apparent	differences	between	
OxyconPro	 in	 the	 mixing	 chamber	 mode	 or	 breath-	by-	
breath	 mode.	These	 conflicting	 findings	 may	 reflect	 the	
use	of	different	systems	in	previous	studies	(all	COSMED),	
and	the	volume	at	which	devices	were	compared	(up	to	
4.9	L∙min−1	in55	vs	4	L∙min−1	in	the	present	study).	Note	
that	 one	 of	 the	 previous	 studies	 also	 used	 a	 metabolic	
simulator	and	found	mixing	chambers	to	be	more	accu-
rate,36	suggesting	differences	between	the	simulated	and	
real	breathing	pattern	are	not	the	primary	cause	of	these	
differences.	 Although	 some	 mixing	 chamber	 systems	
might	 thus	be	more	accurate,	 they	have	a	 lower	 tempo-
ral	resolution	and	need	a	longer	time	to	achieve	a	steady	
state	in	gas	exchange	variables.	This	longer	time	required	
to	 reach	 a	 steady	 state	 may	 reduce	 the	 appearance	 of	 a	
plateau	 in	 V̇O2max.55	 We	 quantified	 the	 time	 to	 achieve	
steady	 state	 for	 the	mixing	chamber	devices	assessed	 in	
our	study,	with	this	being	up	to	3	min	for	Calibre,	up	to	
90	s	 for	 Oxycon	 Pro	 mixing	 chamber	 and	 140	s	 for	 Om-
nical	 V6.	 As	 some	 individuals	 may	 need	 a	 shorter	 time	
to	 achieve	 metabolic	 steady	 state	 (e.g.,	 60–	90	s56),	 these	
findings	suggests	longer	measurements	may	be	required	
before	this	steady-	state	is	also	accurately	reflected	in	the	
mixing	chamber	systems.

4.4	 |	 Between- session reliability

While	high	accuracy	of	the	measured	gas	exchange	varia-
bles	is	important	in	many	situations,	a	high	reliability	(i.e.,	
low	variability	in	repeated	measures	of	the	same	simulated	
value)	is	important	for	repeated	measurements.	We	quan-
tified	between-	day	reliability	 for	a	subset	of	devices	 that	
were	available	in	the	lab	for	>1	day	by	re-	performing	the	
same	 simulation	 experiments	 and	 computing	 the	 stand-
ard	 deviation	 of	 the	 recorded	 values	 between	 the	 days.	
Overall,	 the	 typical	 variation	 of	 the	 measured	 V̇O2	 and	
V̇CO2	was	<1.6%	(Table S4	and	S5)	for	all	devices	except	
for	VO2masterPro	and	PNOĒ.	Both	these	devices	showed	
a	 rather	 substantial	 variation	 of	 >12%	 in	 the	 measured	
V̇O2	and/or	V̇CO2	from	day-	to-	day.	These	errors	arose	pri-
marily	as	a	result	of	variability	in	the	accuracy	of	V̇E	(CV	
of	~7%–	8%,	supplementary	file	II),	and	to	a	smaller	extend	
variability	 in	 the	 measured	 O2	 fractions.	 However,	 for	
PNOĒ	there	also	was	a	large	(up	to	37%)	variability	in	CO2	
fractions.	This	 suggests	 caution	needs	 to	be	 taken	when	
using	these	devices	as	they	were	neither	highly	accurate	
(Figure 2),	nor	very	reliable	from	day-	to-	day.	Between-	day	
variation	 for	 the	 other	 devices	 were	 relatively	 small	 for	
total	energy	expenditure	(~0.8%),	but	larger	for	substrate	
use,	 ranging	 from	 3.07%–	68.5%	 for	 energy	 derived	 from	
carbohydrate	 and	 2.8%–	12.5%	 for	 energy	 derived	 from	
fats.	 Caution	 is	 therefore	 warranted	 when	 using	 CPET	
devices	 to	 estimate	 changes	 in	 substrate	 use	 and	 using	
these	outcomes	for	guidance	in	for	example	weight	man-
agement	plans	or	nutritional	optimization	for	athletes	or	
patients.	A	considerable	proportion	in	the	changes	of	car-
bohydrate	or	fat	metabolism	may	simply	reflect	technical	
measurement	errors.	These	findings	may	explain	the	poor	
between-	session	reliability	for	peak	fat	oxidation	observed	
previously.57

4.5	 |	 Verification during human exercise

A	metabolic	simulator	does	not	fully	mimic	human	exer-
cise;	thus,	we	also	compared	all	systems	against	each	other	
during	a	 steady-	state	human	cycling	 test	 in	well-	trained	
individuals.	 The	 relative	 differences	 between	 systems	
in	 these	 cycling	 experiments	 did	 mostly,	 but	 not	 always	
match	the	relative	differences	in	the	metabolic	simulator	
experiments.	 Quark	 CPET,	 for	 instance,	 showed	 a	 very	
low	mean	relative	percentage	error	 for	assessing	V̇O2	 in	
the	simulation	experiments	(overestimation	by	0.60%;	Fig-
ure 2,	Table 2).	Yet,	 it	recorded	~10%	higher	V̇O2	values	
compared	 to	 reference	 value	 during	 the	 cycling	 experi-
ments	(Figure 5,	Table	S7).	Similarly,	VO2masterPro	un-
derestimated	V̇O2	by	an	average	of	~12%	in	the	simulation	
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experiments,	 but	 overestimated	 V̇O2	 by	 a	 magnitude	 of	
~4%–	5.5%	during	cycling	test	1	and	2.

One	 reason	 for	 the	 discrepancy	 between	 the	 simu-
lation	 and	 human	 exercise	 results	 is	 that	 the	 accuracy	
during	 the	 cycling	 experiments	 is	 influenced	 by	 biolog-
ical	variability,	 so	 that	only	a	small	part	of	 the	variabil-
ity	 between	 systems	 reflects	 measurement	 error.34	 Our	
findings	indirectly	support	this	finding	and	suggest	that	
care	should	be	 taken	when	comparing	devices	 to	assess	
their	 accuracy.	 However,	 the	 observed	 differences	 may	
also	have	some	technical	basis	because	the	relative	differ-
ence	for	the	majority	of	devices	was	overall	in	line	with	
the	simulation	experiments.	A	potential	reason	for	differ-
ences	 is	 that	 some	 devices	 exhibit	 a	 different	 breathing	
resistance,	which	increases	V̇O2	during	the	human	tests,	
but	 it	 does	 not	 affect	 the	 measured	 value	 during	 simu-
lation	experiments.21	While	the	participants	subjectively	
noticed	differences	in	breathing	resistance	between	some	
devices,	the	effect	of	higher	breathing	resistance	on	V̇O2	
is	expected	to	be	negligible	in	contemporary	devices,21,58	
making	this	an	unlikely	explanation.	Another	reason	for	
the	discrepancy	is	 that	 the	exhaled	human	air	 tempera-
ture	for	systems	like	Quark	CPET	and	VO2masterPro	is	
assumed	to	be	higher	than	the	temperature	of	the	expired	
air	assumed	by	other	devices.	This	may	cause	the	gas	vol-
ume	to	be	overestimated	in	the	human	tests	for	these	de-
vices	because	the	volume	of	a	gas	is	directly	proportional	
to	 its	 temperature.	 However,	 Quark	 CPET	 assumed	 the	
temperature	of	the	exhaled	air	to	be	31°C,	while	VO2m-
asterPro	 assumed	 an	 exhaled	 temperature	 of	 34°C	 and	
these	 assumptions	 are	 largely	 similar	 to	 most	 other	 de-
vices	(e.g.,	31°C	for	the	Vyaire	and	Cortex	systems),	and	
thus	unlikely	to	(fully)	explain	the	relatively	higher	val-
ues	in	the	human	tests	as	opposed	to	the	simulation	tests.	
Indeed,	 a	 3°C	 increase	 in	 assumed	 temperature	 would	
explain	only	a	~	2%	higher	V̇E	and	thus	V̇O2	for	VO2mas-
terPro.	A	final	reason	is	that	humidity	inside	the	volume,	
O2	or	CO2	sensors	may	have	interfered	with	the	human	
measurements,	which	in	turn	caused	up	to	a	~	10%–	18%	
increase	in	the	recorded	V̇O2	and	V̇CO2	for	some	devices.	
For	example,	in	non-	dispersive	infrared	sensors	typically	
used	for	assessing	CO2	concentrations	(Table 1),	H2O	mol-
ecules	may	lead	to	absorption	of	infrared	light	in	addition	
to	CO2	molecules,	which	could	lead	to	an	overestimation	
of	 the	CO2	concentration.	Similarly,	H2O	molecules	are	
also	paramagnetic	and	could	thus	affect	the	accuracy	of	
paramagnetic	fuel	cells	for	measuring	O2	concentrations.	
The	difference	between	devices	in	the	potential	effect	of	
humidity	during	the	human	tests	may	reflect	the	design-	
specific	ways	that	different	systems	use	to	control	for	the	
effect	of	humidity	in	the	measured	air.	Yet	even	the	same	
method	 may	 lead	 to	 different	 accuracies	 over	 time.	 For	
example,	some	systems	use	a	PermaPure	nafion	sample	

line	 in	 the	 gas	 sampling	 circuit	 to	 control	 for	 humidity	
on	 the	 sensor	 output	 signal.	This	 membrane	 selectively	
removes	 water	 vapor	 from	 the	 measured	 gas,	 while	 al-
lowing	other	gasses	to	pass	through.	The	membranes	can	
however	 become	 saturated	 with	 water	 vapor	 over	 time,	
which	 can	 decrease	 its	 effectiveness	 in	 removing	 water	
vapor	 from	 the	 gas	 stream	 and	 lead	 to	 inaccurate	 mea-
surements.	 These	 findings	 therefore	 also	 highlight	 the	
importance	of	human	verification	in	addition	to	simula-
tion	testing	with	dry	gas.

4.6	 |	 Comparison with other studies

A	small	number	of	other	studies	used	a	metabolic	simula-
tor	to	assess	the	accuracy	of	CPET	devices,	with	most	of	
these	studies	assessing	solely	COSMED	(K4/5	and	Quark)	
devices.34,36–	43,59	For	example,	Beijst	and	colleagues36	re-
ported	 relative	 percentage	 errors	 of	 9%–	12%	 and	 5%–	7%	
for	 V̇O2	 and	 V̇CO2,	 respectively	 in	 the	 Quark	 device	 in	
breath-	by-	breath	 mode	 over	 a	 similar	 simulated	 range	
as	in	our	study.	These	errors	are	larger	than	found	in	our	
study,	with	relative	percentage	errors	ranging	from	−1.6%	
to	1.7%	for	V̇O2	and	−	7.1	to	−0.7%	for	V̇CO2	in	our	study.	
The	smaller	errors	observed	in	the	present	study	may	pri-
marily	reflect	differences	in	the	device	calibration	proce-
dures	with	 the	volume	sensor	of	Quark	being	calibrated	
against	the	simulator	in	the	present	study,	and	potentially	
in	gas	analysis	sensor	sensitivity	(e.g.,	new	device	as	pro-
vided	by	the	manufacturer	in	the	present	study	vs	a	poten-
tially	older	device	 in	 the	prior	 study).	 In	contrast,	while	
the	K5	device	in	our	study	showed	a	largely	comparable	
mean	relative	percentage	error	 for	V̇E	as	compared	 to	a	
previous	 study	 (−0.8%	 vs.	 −0.5%	 in34),	 mean	 errors	 for	
V̇O2	and	V̇CO2	were	larger	in	the	present	study	(−7.8%	vs.	
−0.04%	and	−	6.0%	vs.	−1.03%,	respectively).	These	differ-
ences	may	in	part	also	be	attributed	to	sensor	sensitivity,	
as	well	as	differences	in	the	simulation	protocol	(e.g.,	V̇O2	
range),	and	simple	between-	day	variability	(see	also	Tabe	
S4	and	S5).	In	support	of	sensor	sensitivity	and	calibration	
procedures	 as	 being	 the	 primary	 determinants	 of	 differ-
ences,	one	other	study	assessed	the	Vyntus	device	against	
a	 Relitech	 and	 Vacumed	 simulator	 and	 showed	 errors	
below	3%	for	all	gas	exchange	levels	up	to	80	breath/min,	
which	is	comparable	to	our	findings.37	In	this	context,	the	
PowerCube	Ergo	also	showed	relatively	large	errors	in	a	
previous	simulation	study,59	thus	suggesting	the	large	er-
rors	observed	 in	our	study	do	not	reflect	an	 incidentally	
poorly	performing	device.

Most	devices	have	been	assessed	for	accuracy	by	com-
paring	them	with	other	devices	during	real	 (human)	ex-
ercise.	 Among	 these	 studies,	 a	 large	 relative	 percentage	
error	 has	 also	 been	 reported	 for	 PNOĒ	 when	 compared	
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to	 the	 Quark	 device	 (34%	 overestimation	 of	 V̇O2,	 57%	
overestimation	of	V̇CO2),29	which	is	approximately	in	line	
with	our	findings	during	the	simulation	experiments	(Fig-
ures 2	and	4).	The	error	observed	in	our	study	was	how-
ever	smaller,	potentially	due	to	the	use	of	calibration	gas	
as	opposed	to	ambient	air	calibration	as	recommended	by	
the	 manufacturer.	 For	 VO2masterPro,	 a	 previous	 study	
showed	 this	 device	 to	 underestimate	 V̇O2	 during	 low-	
intensity	 cycling	 experiments,	 but	 overestimate	 V̇O2	 at	
high	intensities	when	compared	to	the	Parvomedics	met-
abolic	cart.26	Such	findings	are	in	partial	agreement	with	
our	 findings	 as	 we	 found	 a	 consistent	 underestimation	
during	 the	 simulation	 experiments,	 with	 this	 difference	
becoming	 larger	 at	 higher	 simulated	 values.	 However,	
these	findings	do	not	agree	with	the	cycling	experiments,	
where	V̇O2	was	slightly	overestimated.

A	 different	 comparison	 can	 be	 made	 between	 the	
error	of	devices	as	measured	during	(simulated)	exercise	
(present	 study)	 and	 (methanol)	 combustion	 studies.	 In	
one	 such	 study,23	 the	 Omnical,	 Quark	 and	 Parvomedics	
devices	were	 shown	 to	exhibit	 an	absolute	error	of	<2%	
for	 all	 assessed	 outcomes	 (V̇O2,	 V̇CO2,	 RER),	 while	 the	
Oxycon	 Pro	 showed	 relatively	 large	 errors.	 These	 find-
ings	 partially	 contrast	 our	 study	 where	 the	 Oxycon	 Pro	
showed	a	very	high	accuracy	on	these	outcomes	(1.36	to	
1.76%	absolute	error	for	B*B	and	mixing	chamber	respec-
tively),	with	both	Omnical	and	Quark	showing	intermedi-
ate	accuracy	(2.44%	and	3.32%,	Table S1).	Another	study	
simulating	 basal	 metabolic	 rate	 also	 found	 the	 Omnical	
to	exhibit	the	highest	accuracy	among	the	investigated	de-
vices.25	The	discrepancy	between	these	previous	and	our	
findings	may	primarily	be	related	to	the	higher	flow	rate	
during	(simulated)	exercise	as	opposed	to	combustion	ex-
periments	or	simulated	basal	metabolic	rates.	In	exercise	
experiments,	the	accuracy	of	volume	measurements	may	
also	 become	 more	 critical,	 whereas	 combustion	 exper-
iments	primarily	assess	 the	accuracy	of	 the	 sensors	 that	
assess	gas	concentrations.

Overall,	these	findings	indicate	that	the	results	of	the	
present	study,	with	all	devices	undergoing	the	same	proto-
col	and	test	procedures	enables	a	fair	comparison	between	
devices.

4.7	 |	 Limitations

A	first	limitation	is	that	while	the	range	in	simulated	V̇O2	
corresponds	 to	 the	 range	 in	 V̇O2	 observed	 in	 the	 litera-
ture	 for	 recreational	 and	 well-	trained	 individuals,60–	62	 it	
is	 lower	 than	reported	 for	samples	of	elite	athletes.4	For	
example,	 a	 V̇O2	 of	 5500	mL∙min−1	 would	 be	 required	 to	
mimic	a	V̇O2max	of	79	mL∙kg−1∙min−1	for	a	70	kg	individual.	
However,	a	high	BF	may	arguably	be	the	most	challenging	

component	 for	 sensors,	 and	 this	 did	 approach	 peak	 val-
ues	reported	in	the	literature.	Although	we	attempted	to	
extrapolate	 the	 error	 at	 higher	 than	 simulated	 volumes,	
the	 change	 in	 error	 with	 volume	 increases	 was	 highly	
variable	for	some	systems	(Figure 4),	which	therefore	did	
not	allow	us	to	accurately	extrapolate	the	error	to	higher	
than	simulated	values	(e.g.,	V̇O2	5000	or	6000	mL∙min−1).	
Nevertheless,	a	strength	is	that	the	cycling	experiments	in	
our	study	were	performed	at	a	higher	intensity	than	most	
prior	studies,	which	adds	more	relevance	to	exercise	situ-
ations	in	trained	individuals.	The	average	V̇O2	during	cy-
cling	in	a	previous	study	was	~1400	mL∙min−163	and	was	
on	average	~	2600–	3000	mL∙min−1	in	our	study	(Figure 5,	
Table  S7).	 This	 submaximal	 V̇O2	 for	 the	 participants	 in	
the	present	study	corresponds	to	a	maximum	intensity	for	
lesser	trained	individuals.	A	second	limitation	is	that	the	
time	required	to	reach	a	steady	state	was	determined	visu-
ally	(Figure S3).	The	exact	time	period	at	which	a	steady	
state	is	achieved	is,	therefore,	arbitrary	and	may	vary	be-
tween	observers.	Nevertheless,	we	used	a	conservative	ap-
proach	to	maximize	the	chance	of	achieving	a	steady	state	
when	using	these	values	in	practice.	A	third	limitation	is	
that	we	assessed	only	one	device	from	each	manufacturer,	
and	it	remains	unknown	if	the	devices	assessed	reflect	the	
accuracy	of	the	devices	in-	field.	We	are	currently	under-
taking	a	follow-	up	field	study	to	get	more	insights	on	this.	
Related,	the	relatively	small	number	of	datapoints	also	re-
duced	the	power	of	the	statistical	test	used	to	objectively	
assess	agreement.	Some	devices	that	did	not	achieve	good	
or	 acceptable	 statistical	 agreement	 may	 therefore	 still	
achieve	this	with	a	larger	dataset.

4.8	 |	 Perspective

Whether	 the	 magnitude	 of	 under-		 or	 overestimation	 in	
V̇O2,	V̇CO2,	substrate	use,	and	energy	expenditure	is	rel-
evant	for	practical	applications	depends	on	the	context.	A	
first	 consideration	 in	 this	 regard	 is	 related	 to	 whether	 a	
single	individual	or	multiple	individuals	are	being	meas-
ured.	When	a	single	individual	is	measured	once,	there	is	
a	larger	potential	for	error	as	underestimation	in	one	test	
and	overestimation	in	another	cannot	rule	each	other	out.	
In	such	situations,	 the	absolute	percentage	errors	would	
best	 reflect	 the	potential	error	 (Figure 3	and	S2,	 supple-
mentary	file	I,	 tables S1	and	S2).	Depending	on	the	out-
come	 considered	 and	 the	 device	 used,	 the	 error	 in	 such	
situations	 could	 influence	 clinical	 decision-	making.	 An	
absolute	 percentage	 error	 of	 10%	 for	 V̇O2	 could	 for	 in-
stance	result	in	a	fireman	not	meeting	a	predefined	V̇O2max	
value	required	to	continue	their	profession11	and	patients	
not	meeting	a	predefined	V̇O2max	value	advised	to	undergo	
major	surgery12	or	delay	medical	treatment.13	Conversely,	
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it	could	also	lead	to	these	individuals	falsely	meeting	the	
criteria,	which	increases	subsequent	risks	during	the	pro-
fession	 in	 the	case	of	 the	 fireman,	or	during	 surgery	 for	
patients.	For	world-	class	athletes,	even	small	differences	
in	V̇O2max	(e.g.,	<1.5%)	could	lead	to	relevant	inaccuracies	
in	 performance	 predictions	 (e.g.,64),	 or	 talent	 identifica-
tion.65	 Similarly,	 the	 typically	 large	 absolute	 percentage	
errors	 for	 substrate	 use	 suggest	 particular	 caution	 when	
assessing	substrate	use	of	a	single	individual.	This	caution	
is	also	warranted	when	doing	repeated	measurements	as	
the	measured	values	differed	substantially	between	differ-
ent	days	(Table S4,	S5).	Even	the	generally	highly	accurate	
Oxycon	Pro,	for	instance,	showed	an	absolute	percentage	
difference	of	~9%	in	the	energy	derived	from	fats	between	
two	 repeated	 measurements,	 which	 would	 therefore	 re-
quire	 substantial	alterations	 in	 substrate	oxidation	at	an	
individual	 level	 to	 be	 detected,	 in	 particular	 when	 com-
bined	 with	 biological	 variability.	 We	 therefore	 strongly	
recommend	 CPET	 users	 to	 perform	 multiple	 repeated	
measurements	to	reduce	the	impact	of	both	technical	and	
biological	measurement	error.

When	 assessing	 multiple	 individuals	 or	 performing	
multiple	 assessments	 of	 the	 same	 individual,	 underes-
timation	 in	 one	 test	 and	 overestimation	 in	 another	 can	
rule	each	other	out,	resulting	in	a	lower	overall	error	(Ta-
bles 2	and	3).	The	relative	percentage	errors	may	be	most	
relevant	in	this	situation.	When	considering	these	errors,	
some	 devices	 systematically	 under-		 or	 overestimate	 V̇O2	
and	V̇CO2	(Figures 2	and	4).	This	is	important	to	consider	
when	comparing	these	results	to	those	measured	in	other	
studies	 obtained	 with	 a	 different	 device,	 such	 as	 when	
comparing	running	economy,	cycling	efficiency	or	V̇O2max	
between	different	populations	measured	in	different	stud-
ies	with	different	brand	devices.	As	an	example,	K5	is	ex-
pected	to	underestimate	the	oxygen	cost	of	exercise	by	an	
average	of	~8%,	which	could	lead	to	overly	optimistic	val-
ues	for	cycling	efficiency	or	running	economy,	but	overly	
pessimistic	value	for	V̇O2max.	Similarly,	the	MetaLyzer	3B	
on	average	overestimated	 the	energy	derived	 from	carbs	
by	~53%,	and	underestimated	the	energy	derived	from	fats	
by	 ~25%,	 which	 could	 have	 important	 consequences	 for	
studies	interested	in	quantifying	substrate	use	during	ex-
ercise	and	subsequent	nutritional	recommendations.

It	is	important	to	note	that	differences	in	substrate	use	
and	 total	 energy	 expenditure	 may	 be	 even	 larger	 when	
using	 the	estimated	energy	derived	 from	carbohydrates	
and	 fats	or	 total	 energy	expenditure	determined	by	 the	
manufacturers	due	to	different	equations	being	available	
to	estimate	these.66	For	that	reason	the	same	equation51	
was	used	in	the	current	study	to	calculate	energy	expen-
diture	and	substrate	utilization	from	V̇O2	and	V̇CO2	for	
all	manufacturers.	The	equation	used	 is	considered	 the	
most	accurate	to	estimate	substrate	use	during	exercise	as	

compared	to	the	13C:12C	ratio	technique.67	Notably,	while	
most	devices	exhibited	an	absolute	percentage	error	for	
total	energy	expenditure	of	<6%	(Table S2),	three	devices	
(i.e.,	Ultima,	K5,	and	PNOĒ)	exhibited	an	error	of	6%–	
9%.	 Although	 this	 may	 be	 regarded	 as	 relatively	 large,	
all	devices	were	still	more	accurate	in	estimating	energy	
expenditure	 than	 even	 the	 best-	performing	 wearable-	
inertial-	measurement-	unit-	based	 system	 (13%	 error),	
and	 in	 particular	 when	 compared	 to	 smartwatches	
(42%	 error)	 or	 heart	 rate-	based	 estimates.19	 This	 there-
fore	 suggests	 energy	 expenditure	 derived	 from	 even	
lower	accuracy	(portable)	systems	has	some	utility	over	
wearable-	based	estimates	of	energy	expenditure.

Another	 implication	 is	 related	 to	 threshold	 determi-
nation	during	exercise.	Errors	in	either	V̇O2	or	V̇CO2	can	
impact	 the	 determination	 of	 threshold	 inflection	 points	
used	to	demarcate	training	zones,	with	the	magnitude	of	
the	error	depending	on	the	method	used,	and	the	ampli-
tude	and	direction	of	the	error	in	respiratory	gas	exchange	
variables.	 For	 example,	 when	 we	 modeled	 a	 proportion-
ally	 larger	 underestimation	 of	 V̇CO2	 with	 higher	 V̇E	 as	
observed	 in	 some	 devices	 (Figure  4),	 the	 gas	 exchange	
threshold	 as	 determined	 using	 the	 ‘V-	slope’	 method	 oc-
curred	at	a	 lower	workload/V̇O2	 (see	supplementary	 file	
I,	 Figure  S5).	 Errors	 in	 threshold	 inflection	 points	 may	
particularly	impact	patient	populations	that	require	strict	
control	of	exercise	 intensity	 (e.g.,	 ischemic	heart	disease	
or	congestive	heart	failure),	but	also	athletes	that	may	as	a	
result	be	performing	a	large	volume	of	training	at	an	inap-
propriate	intensity.

The	findings	of	this	study	may	be	used	by	clinicians,	re-
searchers,	medical	performance	staff,	sports	practitioners,	
and	coaches	as	guidance	on	which	device	to	buy	for	met-
abolic	 exercise	 testing.	 Here	 we	 therefore	 provide	 some	
considerations	when	using	these	findings	to	this	purpose.	
Two	 important	 factors	 to	 consider	 when	 purchasing	 a	
device	often	include	its	price	and	accuracy.	Interestingly,	
our	 findings	 show	 only	 a	 small	 correlation	 of	 r	=	−0.13	
between	the	approximate	price	(Table 1)	and	overall	ac-
curacy	(Table S8)	of	CPET	devices,	highlighting	that	more	
expensive	devices	are	not	necessarily	more	accurate	(sup-
plementary	File	I,	Figure S6).	This	discrepancy	between	
price	 and	 accuracy	 may	 at	 least	 partly	 be	 related	 to	 ad-
ditional	 software	 and	 hardware	 functionalities	 among	
devices,	that	notably	also	need	to	be	considered	within	a	
purchase	decision.	For	example,	some	devices	(e.g.,	Vyn-
tus)	 include	 an	 automatic	 volume	 and	 gas	 calibration	
option,	while	this	must	be	performed	manually	for	other	
devices.	 Similarly,	 some	 devices	 include	 an	 automated	
determination	of	physiological	outcomes	such	as	the	first	
and	second	ventilatory	thresholds,	or	VO2peak,	while	this	
needs	 to	 be	 manually	 determined	 for	 others.	 While	 au-
tomated	determination	of	physiological	outcomes	always	
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needs	to	be	confirmed	by	an	experienced	individual,	the	
automated	determination	may	save	time.	Moreover,	some	
devices	 are	 wearable	 and	 thus	 allow	 for	 measurements	
in-	field.	While	these	devices	are	typically	more	expensive	
when	 compared	 to	 the	 stationary	 device	 from	 the	 same	
manufacturer,	they	may	be	useful	for	individuals	that	are	
working	with	athletes.	Another	important	consideration	
in	 this	 context	 is	 the	 choice	 between	 breath-	by-	breath	
and	 mixing	 chamber	 devices.	 While	 breath-	by-	breath	
devices	exhibit	a	higher	temporal	resolution,	some	find-
ings36,55	 and	 anecdotal	 observations	 suggest	 that	 their	
accuracy	is	compromised	at	very	high	exercise	intensities	
seen	 in	 world-	class	 athletes,	 thus	 potentially	 necessitat-
ing	mixing	chamber	devices	for	accurate	measurement	in	
these	 situations.	 Finally,	 some	 devices	 allow	 integration	
of	 other	 measurement	 tools	 such	 as	 electrocardiogram,	
blood	pressure,	and	oxygen	saturation,	and	this	may	also	
be	an	important	consideration	for	some	purposes.	Given	
all	 data	 and	 additional	 considerations	 discussed	 in	 this	
paper,	we	cannot	recommend	one	device	as	best	to	use	for	
all	purposes.	Which	device	to	choose	needs	to	be	decided	
in	the	context	of	its	intended	use,	required	precision	and	
accuracy	in	the	context	of	the	application,	the	skills	of	the	
staff,	availability	of	internal/external	support,	durability,	
and	 financial	 budget	 possibilities.	 Nevertheless,	 when	
solely	considering	accuracy,	the	devices	that	perform	rel-
atively	well	 (i.e.,	<5%	average	absolute	percentage	error	
over	both	gas	exchange	and	substrate/energy	outcomes;	
Table S8)	 include	Oxycon	Pro,	Vyntus	CPX,	Calibre	and	
Ergocard	Pro.	Devices	with	slightly	lower	but	still	accept-
able	accuracy	(5%–	6%	average	overall	absolute	percentage	
error)	 include	 Omnical	 V6	 and	 K5.	 In	 contrast,	 devices	
that	 show	 low	 relative	 accuracy	 (absolute	 percentage	
errors	 >20%)	 and/or	 reliability	 include	 VO2masterPro,	
PNOĒ,	and	PowerCube	Ergo.

5 	 | 	 CONCLUSION

The	error	of	V̇E,	BF,	V̇O2,	V̇CO2,	and	RER	during	simu-
lated	 exercise	 is	 generally	 <5%	 but	 differs	 substantially	
between	systems.	A	large	variability	in	accuracy	was	also	
observed	 for	 substrate	 utilization,	 suggesting	 substrate	
utilization	derived	from	indirect	calorimetry	during	exer-
cise	should	be	particularly	interpreted	with	caution.	The	
observed	errors	may	impact	outcomes	derived	from	CPET	
measurements	 such	 as	 V̇O2max,	 exercise	 economy,	 and	
thresholds	inflection	points	used	for	zone	demarcation.

Our	 findings	 also	 indicate	 substantial	 variability	 in	
between-	day	accuracy	for	some	devices.	This	impacts	the	
validity	of	repeated	testing	of	one	individual,	and	it	may	
also	 affect	 the	 accuracy	 of	 comparisons	 between	 small	
subject	groups.

Another	 notable	 finding	 is	 that	 the	 performance	 of	
mixing	chamber	devices	did	not	substantially	differ	from	
breath-	by-	breath	 devices	 in	 the	 investigated	 range,	 and	
some	wearable	devices	yielded	similar	accuracy	as	state-	
of-	the-	art	stationary	devices.

Moreover,	devices	with	similar	technical	specifications	
could	still	show	substantial	differences	in	their	accuracy.	
This	overall	highlights	the	need	to	assess	the	accuracy	of	
each	 individual	device	as	 the	accuracy	 is	 likely	not	only	
dependent	on	the	hardware,	but	also	on	proprietary	soft-
ware	algorithms.

Finally,	 the	 findings	 from	 the	 human	 experiments	
highlight	 the	 importance	of	human	verification	 in	addi-
tion	to	simulation	testing	with	dry	gas	for	a	comprehen-
sive	assessment	of	accuracy.
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